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Abstract: The methods used for forecasting financial series are based on the concept that a pattern can be identified in the data and
distinguished from randomness by smoothing past values. This smoothing process eliminates randomness from the data, enabling the
inherent pattern to be used for forecasting. However, acquiring high-frequency national accounts data can be challenging, and
complicated methods are required to achieve disaggregated series that are compatible with annual totals. Therefore, there is a need for
simpler techniques to obtain high-frequency data from low-frequency equivalents. Machine learning algorithms are rapidly evolving, and
feedforward artificial neural networks (ANNs) with appropriate training mechanisms have been proposed to temporally disaggregate
economic series without considering related indicators. This study proposes using the ANNs algorithm to disaggregate national statistical
accounts. An application of disaggregating annual Australia gross domestic product data into quarterly data has also been presented. The
higher frequency data generated have been compared with the observed quarterly data to assess its accuracy. Comparative study
suggests that the ANN-based model outperforms over benchmark methods such as Chow and Lin method (CL1) and Fernandez method (f).
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1. Introduction

ANNs are a promising alternative method for temporal
disaggregation of economic time series that can potentially overcome
some of the issues associated with traditional mathematical methods.
For instance, they can avoid heavy mathematical calculations required
by some of the existing methods, making them more accessible
and user-friendly. Additionally, unlike some of the traditional
methods, they do not require the use of related indicators for the
disaggregation, which can be advantageous when such indicators are
not available or their use is deemed inappropriate. Moreover, they can
potentially capture complex nonlinear relationships between variables
and provide flexible models that can be trained to adapt to changing
data patterns.

The world economy has been undergoing significant
transformations in recent years. In this era of globalization, the
financial sector has become increasingly important in driving
economic growth. With the rapid expansion of financial markets,
the demand for accurate forecasting of financial series has
increased significantly. Accurate forecasting helps in predicting
future market trends and making informed decisions.

Forecasting methods for financial series are based on identifying
patterns in the data that can be distinguished from randomness. This
process involves smoothing past values to eliminate randomness,
enabling the inherent pattern to be used for forecasting.

However, obtaining high-frequency national accounts data can
be challenging, and complicated methods are required to achieve
disaggregated series that are compatible with annual totals.
Therefore, there is a need for simpler techniques to obtain high-
frequency data from low-frequency equivalents.

Machine learning (ML) algorithms are rapidly evolving, and
feedforward artificial neural networks (ANNs) with appropriate
training mechanisms have been proposed to temporally disaggregate
economic series without considering related indicators. The ANNs
algorithm is a promising method to disaggregate national statistical
accounts, and this study proposes using it for this purpose.

In this study, an application of disaggregating annualAustralia gross
domestic product (GDP) data into quarterly one has been presented. The
higher frequency data generated have been compared with the observed
quarterly data to assess its accuracy. The comparative study suggests that
the ANN-based model outperforms benchmark methods such as the
Chow and Lin method and the Fernandez method.

The Australian economy is one of the largest in the world, and
GDP data are closely monitored by economists and policymakers.
The accuracy of GDP forecasting is crucial in determining
economic policies and planning for the future. The study
demonstrates that the ANNs algorithm can be an efficient tool in
disaggregating economic series and generating high-frequency
national accounts data.

However, the ANNs algorithm is not limited to the Australian
economy alone. The efficient tool can be used for deriving high-
frequency national accounts from available low-frequency ones
for many other countries where national statistical institutes are
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not advanced enough. This can significantly improve economic
planning and decision-making, particularly in developing
economies where the accuracy of economic data is crucial.

2. Literature Review

Econometrists require data at different time frequencies to make
informed decisions and policies. However, data may not always be
available at equal time intervals, and some data may be missing.
Therefore, it is essential for national statistical institutes to have
efficient tools to obtain well-distributed time series at higher
frequencies from available lower frequency data.

Disintegration of time series variables involves estimating intra-
period realizations with constraints, such as correlation structures and
summing to original values. Two approaches have been taken: (a)
using related indicators to estimate infra-annual data compatible
with annual total and (b) using methods that do not involve related
series.

Unobserved accounts can be derived using pure mathematical
criteria or statistical models. Interpolation is used to estimate missing
values within a series, typically for stock data. Distribution, on the
other hand, is used to obtain high-frequency values from available
lower frequency data, particularly for flow data such as GDP.
Extrapolation involves obtaining values outside of the given period
of a series. However, available related series can be useful in all
three cases.

Friedman [1] noted that traditional interpolation methods tend
to be less accurate when a single related economic series is used to
estimate a particular value of another economic series. These
methods typically rely on data from three time periods: the pre-,
post-, and required dates of the related series, as well as two
periods (pre- and post-dates) of the given series. To address this
issue, Friedman proposed a new method that involves a single
bivariate regression, taking into account the correlation structure
between the two series in the regression equation. Years later,
economists Boot and Feibes [2] proposed a direct approach to
obtaining monthly accounts from yearly figures with fewer
assumptions than other methods. They noted that this approach
was more reliable and accurate than previous methods.
Meanwhile, Boot et al. [3] proposed another method for
predicting quarterly values from annual totals. Their approach was
different from the procedure proposed by Lisman and Sandee [4],
which relied on a more naïve mathematical approach.

In the meantime, Chow and Lin [5] proposed a unified best linear
unbiased estimator to solve the problem of interpolation, extrapolation,
and distribution of financial time series to estimate monthly series by
using related indicators. However, this method may not work well in
the presence of nonlinear trends or seasonal patterns. Silva and
Cardoso [6] extended this work to a more flexible and dynamic
approach to deal with stationary time series for disaggregation. For
the adjustment of monthly or quarterly, i.e., infra-annual values
obtained from any source to accord with the annual totals or averages
acquired from another, Denton [7] formulated a quadratic constraint
minimization problem. Fernández [8] extended Denton’s approach to
minimize the quadratic loss of obtained high-frequency series and
linear combination of existing values. However, this method may not
be suitable for handling nonlinear trends or seasonal patterns. In
Fernandez’s procedure, one need to find optimal filter to remove all
serial correlation from quarterly residuals and often pre-filtering of the
data is necessary. Therefore, Litterman [9] found Markov model was
useful to distribute a time series. Several works were done to produce
disaggregated data at higher frequency for multivariate level by
polynomial method with related series.

Univariate polynomial method was proposed firstly by Almon in
the book “The Craft of Economic Modeling” in 1988 for temporal
disaggregation of univariate time series using relates variable [10].
However, this method also has some limitations, such as its inability
to handle nonlinear trends and seasonal patterns. Later, Zaier and
Trabelsi [11] modified and extended this work to multivariate case to
deduce more than one high-frequency series using low-frequency
counterparts without using a related series. Thereafter, Zaier and
Trabelsi [12] introduced a two-stage method for temporal
disaggregation of economic series. In the first stage, they used
regression model to have preliminary estimates for disaggregated
series using related indicator of same frequency. Second, they
adjusted the newly obtained series using statistical benchmarking
method [13] and autoregressive integrated moving average (ARIMA)
method [14].

Stram and Wei [15] showed the use of generalized least square
method to estimate disaggregated values from aggregated series
instead of using ordinary least square approach to save lots of
computations. Al-Osh [16] introduced dynamic linear modeling
technique using Kalman filtering approach to produce basic series at
higher frequency from available aggregates which were non-
overlapping totals of disaggregates series. Wei and Stram [17] shed
light on how a disaggregate model could be derived using a
ARIMA aggregate model by exploring the estimate of plausible
autocovariance structure of unobserved unaggregated values from
autocovariance structure of observed aggregated series. Shen [18]
took the help of variance autoregressive (VAR), Bayesian VAR
approach, and ARIMA model to forecast quarterly macroeconomic
series using monthly frequency data. Similarly, Miller and Chin [19]
used quarterly and monthly series in combination to improve the
forecast of quarterly data using VAR modeling approach.
State-space method was utilized in multivariate model for
temporal disaggregation by Moauro and Savio [20] and Proietti
[21]. Schumacher and Breitung [22] proposed factor model
for forecasting short-term growth of GDP using monthly and
quarterly series. Mixed data sampling (MIDAS) regression is
particularly helpful to relate high-frequency counterparts with
future low-frequency series. Guay and Maurin [23] proposed a
flexible approach to accommodate calendar effects in temporal
disaggregation method using MIDAS approach.

2.1. Research gap

Temporal disaggregation and estimation of economic series are
complex tasks that require careful consideration of various methods
and potential issues. While these methods can be helpful, they also
have limitations and potential problems that need to be taken into
account to ensure accurate results.

One limitation of traditional interpolation methods is that
they may not be accurate when using a single related economic
series to estimate a value of another economic series. This can
lead to inaccuracies in the temporal disaggregation of the series.
Additionally, some methods make certain assumptions that may
not always hold true, such as Boot and Feibes’ method [2], which
assumes that monthly accounts can be obtained from yearly
figures with fewer assumptions than other methods. Complexity
and computation requirements can also be a potential problem
with some methods, such as the unified best linear unbiased
estimator proposed by Chow and Lin [5, 24] and Proietti [21].
Other methods, such as Fernández approach [8, 21], require
pre-filtering of data to remove serial correlation from quarterly
residuals, which can add an additional step and potentially
increase complexity. Disaggregating data at a higher frequency for
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multivariate levels using polynomial methods with related series can
result in information loss and introduce biases. Similarly, ARIMA
models, commonly used for forecasting in linear domain, can be
complex and require careful selection of model parameters. Guay
and Maurin’s flexible approach may also require accommodation
of calendar effects, adding complexity to the method [23]. It is
important to note that the accuracy of temporal disaggregation
methods can be affected by data availability, quality, frequency,
and timing of collection. Therefore, it is crucial to consider these
factors and choose appropriate methods to ensure continuity and
accuracy in temporal disaggregation and estimation of economic
series.

ANNs are a promising alternative method for temporal
disaggregation of economic time series that can potentially overcome
some of the issues associated with traditional mathematical methods.
For instance, they can avoid heavy mathematical calculations
required by some of the existing methods, making them more
accessible and user-friendly. Additionally, unlike some of the
traditional methods, they do not require the use of related indicators
for the disaggregation, which can be advantageous when such
indicators are not available or their use is deemed inappropriate.

Moreover, they can potentially capture complex nonlinear
relationships between variables and provide flexible models that
can be trained to adapt to changing data patterns. In this study,
ANNs have been used to disaggregate Australia’s annual GDP
data to quarterly ones and thoroughly compared with the results
obtained from Fernandez (f) and Chow and Lin (CL1) methods.

2.2. ANNs and comparative methods

Temporal disaggregation of economic time series has been an area
of active research for decades. A plethora of methods have been
proposed in the literature to solve this problem. The methods vary in
terms of their assumptions, computational complexity, and accuracy.
Most of them are not suitable to handle nonlinear trends
and seasonality patterns. Recently, ANNs have been proposed as a
promising alternative for temporal disaggregation of economic series.
ANNs have emerged as a promising alternative for temporal
disaggregation of economic series in recent years. Another advantage
of ANN-based methods is their ability to handle complex
relationships between variables. Traditional time series models often
rely on linear relationships, which may not accurately capture the
dynamics of the underlying data. ANNs can model nonlinear
relationships and can identify patterns and dependencies that other
methods may miss. In addition to these advantages, ANN-based
methods also have some potential drawbacks. One of the main
concerns is the potential for overfitting, where the model becomes
too complex and starts to fit noise in the data rather than the
underlying patterns. To address this concern, proper regularization
techniques can be applied during training.

In summary, ANN-based methods represent a promising
approach to temporal disaggregation of economic time series.
They offer several advantages over traditional methods, including
the ability to handle complex relationships and to learn from data
without requiring a priori assumptions about the underlying
patterns. While there are potential drawbacks to these methods,
ongoing research and development in this area may help to
address these concerns and further improve the accuracy and
usefulness of ANN-based approaches.

In this article, a comprehensive overview of the existing methods
for temporal disaggregation and comparative study of ANN with other
methods in terms of their strengths andweaknesses have been provided.

3. Proposed ANN-Based Temporal Disaggregation
Algorithm

ANNs are a powerful ML tool that can efficiently perform
computational tasks with high accuracy while being cost-effective
in terms of time [25–27]. ANNs work based on the principle of
the “theory of learning” [28]. However, their “black box” nature,
where the underlying functioning is unclear, has led to their
neglect in the past. Nevertheless, if constructed properly, they can
be a viable alternative to existing optimization tools.

ANNs learn from data and adjust their self-defined parameters
within the network accordingly [29–31]. They can capture nonlinear
patterns in the data [32–34]. Several learning mechanisms have been
proposed for training the network architecture [35–38]. ANNs are
different from other statistical or mathematical modeling approaches
because the underlying functioning of the architecture and inherent
data patterns can be ignored to obtain the desired result.

A method for temporal disaggregation of economic time series has
been proposed here, which uses a feedforward neural network with the
Levenberg–Marquardt (LM) backpropagation algorithm. In a
feedforward network, the output from one neuron is forwarded to the
next neuron for processing. The input and output neurons are
determined based on the input and required output structure. The
number of hidden layers and hidden nodes per layer is selected based
on the specific problem during network training. It has been observed
that the accuracy and generalization capability of the network
decrease as the number of hidden units increases. Moreover,
increasing the number of hidden units leads to more parameters and a
more specific model for the given input and output combinations,
which indicates poor generalization performance of the model for
new observations (overfitting). In the current scenario, one input node
is used to accommodate each yearly GDP data, Yt t ¼ 1; : : :; nð Þ,
where n denotes available yearly datapoints.Output layer consists of four
output neurons each representing quarterly GDP.

3.1. Feedforward mechanism

z0t denotes input to the network (Equation (1)). Chosen number
of hidden units is generally which gives minimum training error.

z0t ¼ Yt t ¼ 1; 2 . . . ; nð Þ: (1)

The weighted sum of input, final weights being decided in adaptive
manner till the end of training process, is fed to hidden neurons.
Weight at connection from input to ith hidden unit isWH

i . Added bias
with the sum is θHi , for making the sum suitable for the activation
function. Activation function (fH) transforms this into desired output
(zHi ) (Equation (2)) and is supplied to output node. z

H
i is emitted from

ith hidden unit.

zHi ¼ fH zoWH
i þ θHið Þ; i ¼ 1; 2; . . . : (2)

Weighted sum of outputs from all hidden units is added with bias,
θOj (Equation (3)) and is transformed again through another activa-

tion function in output node. The final output from jth output node is
denoted by zOj (Equation (4)). Scaling factor has been utilized to

each of the output so that they add to yearly GDP value of the cor-
responding year.

sumO
j ¼

X
i

zHi W
O
ji þ θOj : (3)
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zOj ¼ fO sumO
j

� �
SF: (4)

Weight between ith hidden node and jth output node isWO
ji . Quarterly

GDP data are denoted as yt;j (t ¼ 1; : : :; n and j ¼ 1; : : :; 4),
used in four neurons in output layer of the network. The hidden layer
activation function is unipolar sigmoidal activation function (Equa-
tion (5)) which can take input in the range �1; þ1ð Þ. Function
gives output in a range of 0; þ 1ð Þ.

fH xð Þ ¼ 1
1þ e�x : (5)

Activation function in output layer (fo) is linear transfer function
where output is proportional to the input.

3.2. Backpropagation

Backpropagation helps in fitting a network multiple number
of times to get fine-tuned. Weight adjustments are the actual
learning step completely dependent on this backpropagation
algorithm. LM backpropagation algorithm [38] has been
employed here for fine tuning temporal disaggregation model.
Training error is generally calculated as the sum of squares of
differences between actual and estimated values of the network.
First derivatives of this error function with respect to weights
and biases are used to calculate the Jacobian matrix, J. Hessian
matrix, H, is a symmetric matrix of order T�T, where T indicates
the number of weights and biases in the network (Equation (6)).

H ¼ JT J ¼

@2Ep
@2wlk

� � � @2Ep
@wlkwm0 l0

..

. . .
. ..

.

@2Ep
@wm0 l0wlk

� � � @2Ep
@2wm0 l0

2
664

3
775: (6)

Gradients, g, of LM algorithm are calculated by Equation (7), where
vector, e, contains errors of the network.

g ¼ JTe: (7)

Training error at each iteration is depicted as Ep (Equation (9)). Total
error (E) at training phase is the sum of errors at all training phase
(Equation (8)).

E ¼
X
p

Ep: (8)

Ep ¼
X
j

ej
� �

2 ¼
X
j

zOj � yt;j
� �

2
: (9)

Adjustment of weights and biases at kth iteration in Gauss–New-
ton algorithm happens through Equations (10) and (11), respec-
tively. Learning rate of the network, α, needs to be determined
at the earliest stage. If the net input is aki , sensitivity index, which
is the change in performance of the network with respect to net
input, is represented as σk

i at k
th iteration (Equation (12)). Sensi-

tivities are propagated backward, and weights and biases are
updated concurrently.

rwk
ij ¼ �α

@Ep
@wk

ij

¼ �ασk
i
@aki
@wk

ij

: (10)

rθki ¼ �α
@Ep
@θki

¼ �ασk
i
@aki
@θki

: (11)

σk
i ¼

@Ep
@aki

: (12)

Alternatively, weights and biases may be represented together using the
vector x. Change of x isrx in LM algorithm (Equations (13) or (14)).
The constant, λ, used in this algorithm is inversely proportional to step
size. Null value of λ indicates Gauss–Newton’s backpropagation. If
error is increased in any step, this is multiplied with another factor
(say, β) or is divided by the same in the opposite scenario.

rx ¼ � r2Ep

� ��1rEp ¼ Hð Þ�1g: (13)

rx ¼ � JTJþ λ Ið Þ�1 JTe: (14)

To train a moderate-sized network, LM algorithm is found very
fast and efficient. It tries to shift toward Gauss–Newton’s method as
early as possible, i.e., it tries to minimize the error sooner. The added
constant is reduced after each successful reduction of error and
nullified for minimum possible error as Gauss–Newton’s method
performs well in a minimum error environment.

4. Performance Measure

Four indicators are used to evaluate the performance of the
proposed tool to be used to disaggregate economic series. Here,
actual and predicted quarter on quarter changes in GDP has been
represented as ai and pi, respectively. Total number of observations
is mentioned as N.

4.1. Theil’s U-Statistic

Theil’s U-Statistic (U) [39] is described as in Equation (15).

U ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N�1

P
N
i¼1 pi � aið Þ2

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N�1

P
N
i¼1 pi

2
p

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N�1

P
N
i¼1 ai

2
p : (15)

MAE ¼ N�1
X

Range of U-Statistic is 0 � U � 1. It is desired to be smaller.

4.2. Mean absolute error

Mean absolute error (MAE) is the mean of the absolute
differences between actual and disaggregated values (Equation (16)).

N

i¼1

pi � aij j: (16)

4.3. Root mean square error

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N�1

X

Root Mean Square Error is represented (RMSE) as the squared 

root of mean of the squared differences between actual and 

disaggregated values (Equation (17)).

N

i¼1

pi � aið Þ2
vuut : (17)

RMSE and MAE values are expected to be lesser.
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4.4. Signal-to-noise ratio

SN Ratio

The signal-to-noise (SN) ratio is measured as the ratio of actual 
values (signal) to the sum of squared differences between the 

predicted and the observed values (noise) (Equation (18)).

¼
P

N
i¼1 ai

2

P
N
i¼1 pi � aið Þ2 : (18)

Higher the SN ratio, better the model is.

5. Application and Results

5.1. Data description

The Australian Bureau of Statistics provides data on the country’s
GDP, and 58 years of seasonally adjusted (SA) GDP data from 1961 to

2018 has been obtained. Table 1 provides a summary of the annual
and quarterly SA GDP data, which are expressed as percentages (%).
Figures 1 and 2 show the annual and quarterly GDP data,
respectively. The data reveal that the minimum annual growth rate in
GDP is −1.332%, while the maximum growth rate is 7.192%.
Similarly, the minimum quarter-on-quarter growth rate is −2.017%,
while the maximum growth rate is 4.423%. Furthermore, it is evident
that quarterly growth rates are more erratic than annual growth rates.

5.2. Model building and validation

The success of training the ANN for the annual and quarterly
GDP data relies heavily on the optimal architecture setup. To
achieve this, the number of hidden neurons and iterations was
adjusted to achieve minimal error and network convergence
during training. The findings showed that using four hidden
neurons with a single hidden layer produced a simpler and more
efficient model. Therefore, the ANN architecture with four hidden
neurons and one hidden layer was deemed the best fit for the
current scenario. The network was trained 500 times with a
learning rate of 0.05, using the first 50 years of data for training
and the last 8 years for validation purposes (more the number of
data points, more accurate results are expected). After training, the
optimal model was used for predicting test data.

A comparative study was conducted, including different methods
such as “CL1” and “f”method. TheU,MAE,RMSE, and SN ratiowere
compared as described in the previous section. Figure 3 depicts line
charts of prediction performance of three models at the testing phase.
The results show that the ANN-based model outperformed the other
two models in temporal disaggregation efficiency.

Table 1
Descriptive statistics of GDP data

Statistic Annual GDP Quarterly GDP

Minimum −1.332 −2.017
1st quartile 2.492 0.305
Median 3.195 0.775
Mean 3.446 0.851
3rd quartile 4.434 1.382
Maximum 7.192 4.423
SD 1.780 1.033
CV 51.654 121.387

Figure 1
Australia annual GDP data

Figure 2
Australia quarterly GDP data
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In Figure 4, different comparative measures are presented. The
“NEW METHOD” in Figure 4 depicts the ANN-based
disaggregation model. The proposed method was found to be the
best approach to disaggregating Australia’s GDP data, as
evidenced by the results. SN ratio is the highest and other metrics
are the lowest for the “NEW METHOD” which is desired for a
model to be considered as a good predictor.

In summary, the study demonstrated that an ANN architecture
with four hidden neurons and one hidden layer could efficiently

perform temporal disaggregation for Australia’s GDP data. The
proposed method outperformed other approaches in terms of U,
MAE, RMSE, and SN ratio.

6. Conclusion

Traditional interpolation methods for estimating economic series
can be inaccurate and require complex computations that are time-
consuming. ANNs provide a promising alternative for temporal
disaggregation of economic time series as they are more accessible
and user-friendly, require less mathematical calculations, and do not
depend on related indicators for disaggregation.

This study proposes an ML-based approach for temporal
disaggregation of financial series without related indicators, using
Australia’s GDP data as an example. The results show that the ANN-
based model outperforms traditional methods in disaggregating the
annual GDP data into quarterly ones. This ML-based approach can be
a useful tool for deriving high-frequency national accounts from
available low-frequency ones, particularly in developing economies
where accurate data and forecasting are crucial for economic planning
and decision-making.

The study highlights the importance of accurate data and
forecasting in economic planning and the need for simpler techniques
to obtain high-frequency data from low-frequency equivalents.
Overall, the study shows the potential of ML techniques in economic
forecasting and analysis.

Recommendations

Based on the findings of this study, it is recommended that
statistical institutes and other organizations involved in economic
planning consider the use of ML techniques, particularly ANNs,
in temporal disaggregation of financial series. This approach can
provide a more efficient and accurate alternative to existing
methods, particularly in cases where related indicators are not
available or pre-filtering of data is required. It is also recommended
to further explore the potential of ML techniques in economic

Figure 3
Original vs predicted quarterly GDP values of validation set by (a) ANN disaggregation method, (b) f method, and (c) CL1method
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Figure 4
Comparison of (a) U-Statistic, (b) MAE, (c) RMSE, and (d) SN
ratio at the validation phase for ANN (NEW METHOD), f, and

CL1 methods
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forecasting and analysis, particularly in developing economies where
the accuracy of economic data is crucial for decision-making. Finally,
the study highlights the need for simpler techniques to obtain high-
frequency data from low-frequency equivalents, which can
significantly improve economic planning and decision-making.
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