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Abstract: In this paper, we carry out an in-depth topological data analysis of COVID-19 pandemic using artificial intelligence and machine
learning techniques. We show the distribution patterns of the pandemic all over the world, when it was at its peak, with respect to big datasets in
Hausdorft spaces. The results show that the world areas, which experience a lot of cold seasons, were affected most.
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1. Introduction

Artificial intelligence (AI) refers to an extensive branch of
computer science involved in the theory and development of smart
computer systems, having the capability to perform tasks that
usually require human intelligence, for example, natural language
translation, voice recognition, and visual perception. Machine
learning (ML) refers to a discipline of Al that utilizes computer
algorithms to learn, experience, adapt, and automatically improve
without human programming. One such techniques of ML used to
analyze and feature engineer the big datasets (BDSs) is the t-SNE-
Stochastic Neighbor Embedding (SNE) unsupervised ML
algorithm. Topological data analysis (TDA) is a very important
type of big data (BD) analysis which is very useful in Al and ML
techniques. It is very important when classifying data in regions
with unique characteristics, which can be represented in the sets of
topological spaces. TDA is founded under the ubiquitous theory of
persistent homology. Some of the pioneer contributors to TDA
include Frosini (1992), Robins (1999), Morris (2012), and
Edelsbrunner et al. (2002), who founded the notion of how features
persist as the data are modified. Nevertheless, the genesis of the
term TDA expression appears not to have surfaced till contributions
by De Silva & Carlson (2004) and Bremer (2004). Thereafter,
Carlsson (2014) became instrumental in the popularization of TDA,
establishing the ways topological techniques will remedy challenges
encountered while implementing topology to analyze BD. Perea
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(2019) put up other developments by observing that persistent
homology is currently one of the more widely known tools from
computational topology and TDA.

Topology and geometry are tools used to investigate highly
composite data (Carriere & Oudot, 2018) by creating a
compendium of the features of data to uncover hidden attributes
within the dataset. Normally, the dataset of interest is often
centered around structures that appear challenging to be revealed
with traditional methods (Butler, 2016). The major TDA approach
for removing “topological noise” is to map the original data to a
lower dimensional approximation, acquired through a multi-
dimensional assortment (Marr, 2015).

Open sets therefore provide an essential approach to understand
nearness of points without a distance element defined in a topological
space (Caleb et al., 2019). Other inherent mathematical concepts to
understand besides topology include continuity, connectedness, and
closeness, which embrace nearness. The problem is that there is not a
single story happening in these data (Carriere & Oudot, 2018). We
can therefore say these data have much “noise”! The explosive
growth in data, voice and video traffic, and ubiquity of social-
media content, health records, and many more data sources have
been a contributing factor of BD (Dayten, 2020). It was
anticipated that the generated data volume could be 44 zettabytes
in 2020 as found in Butler (2016).

The vast complex nature of data has propelled technological
advancements realized, as well as accelerated increase in
bandwidth capacity, processing power, storage capability, and
transfer velocity (De Silva & Carlsson, 2004). This is partially
due to the technological advancement in high power computing
(Colleen, 2021).
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There is therefore urgent need to establish robust and resilient
techniques, to process the BD (Elizabeth, 2017). BD consists of 5
Vs: Value, Variety, Volume, Veracity, and Velocity (Frederic &
Bertrand, 2017). The data size to be processed and analyzed
constitutes the volume (Vclav et al., 2017). The speed of growth
and usage of these data is the velocity. The varied data formats cum
types are the variety. Veracity involves accuracy plus analysis of
the results of the datasets (Singh et al., 2007). The richness obtained
after the processing the dataset is the value. The growing volumes
of Voice over IP (VolIP) data traffic, social-media content (IDC,
2012), underscores the requirement of ways of countering the
ambiguity innate the finite datasets. Presently, roughly 80% of
datasets remains indeterminate. TDA has lately recorded advances
in innumerable directions and application disciplines (Tierny, 2006).
The fundamental aim of TDA is to extract multi-dimensional rich
data features, based on geometry and topology pre-existing in
distributed data points as shown in lexico.com (2021) and Oudot
(2015). Connections within the data and topological methods have a
close affiliation to neural networks between data points,, which
reveal insight into this united structure. According to Frederic &
Bertrand (2017), most commonly, every other form of TDA
revolves around the steps below: firstly, the data sample is
presumed as data points which are finite quantified as a metric
space R?. Worth to mention is that the metric choice may be vital
to guarantee remarkable topological and geometric features of the
dataset. Secondly, to tap more from the fundamental concepts of
geometry and topology, a mathematical structure is computed on
top of the dataset King (2021), Costa (2017), Tierny (2006),
Adler et al. (2010), Morris (2012), and the references therein. This
is mostly cases in simplicial complex (SC) or a convention of SCs,
which depicts the high dimensional data structures at varied degrees
(Vclav et al., 2017).

Thirdly, from these high dimensional data structures built on atop
the dataset, topological or geometric information is derived (Data
Educations in Schools, 2021). The shape of the data from which we
extract the topological/geometrical high dimensional features can
either be crude structural summaries or relevant approximations,
which need further approaches like persistent homology and
visualization  (Carlsson, 2009). The resulting topological
and geometric information give rise to insightful features and
descriptors, into the data, which when injected into further analysis
and ML procedures, reveal very rich results and significant
meaning, that can be used in other disciplines such as medicine,
biology and astrophysics, just to mention a few (Dayten, 2020).

2. Literature Review

Describing topological points is very intricate due to the nature of
BD. This makes it difficult to locate BDS particularly in a general
topological space setting. Because of the 7, — axiom in T»-space, it
is even more difficult to locate these BDS in Hausdorff spaces. In
spite of the remarkable efforts put up by traditional techniques in
data analysis, they have not always kept up with the exploding data
quantity and complexity, since they often depend on exceedingly
simplistic assumptions and approximations during computations.
Besides, they do not pay attention to the arbitrariness within these
TDSs as well as the underlying instability within the topological
datasets. Consequently, most of these techniques are exploratory,
lacking the efficiency to distinguish what is sometimes called the
“topological noise,” from information of interest. The Vietoris—Rips
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complex for a parameter # has been so ubiquitously used to build a
useful SC, to mirror the data structure, and utilizes the original data
as the vertex set. The bone of contention, however, has always been how
to choose the ¢ parameter, such that the Rips complex reveals the
structure of the underlying dataset. It is precisely this question that
appeals to our conscience of thought toward persistence diagram as a
topological signature of the dataset. Two metrics have commonly
been used to measure the similarity of those objects: the bottleneck and
Wasserstein distances. Each works by matching points of 1 diagram
with points of another diagram, while allowing the match to be done
with the diagonal if necessary. The Mapper algorithm does have some
limitations however. The topology of shape graphs is to a large extent
dependent on whether the filter function chosen is linear or nonlinear.

3. Research Methodology

The t-SNE algorithm refers to a feature engineering algorithm
to unsupervised ML algorithms (Applied Al) like K-Means. t-SNE
can be described as a nonlinear DR algorithm instrumental
in highly dimensional data exploration. Dimensionality reduction
refers to a linear or nonlinear technique involved in mapping higher
dimensional to a low-dimensional space while preserving local
features within the primary space. Reducing the dimensions to a
lower dimension achieves the preservation of two things: if data
points are close by in the high dimensional space, it tries to retain
that closeness in small dimension space. If points are far apart, it also
tries to keep them a part in a smaller dimensional space. So, it
preserves closeness and farness in the space. And it does that by
applying attractive forces between points that are close and repulsive
forces to points that are far apart. These forces are applied repeatedly
to all the points in the space for a number of iterations between
points closer and those far apart. t-SNE is therefore important in
showing clusters of data that are similar and close. We choose t-SNE
because linear dimensionality reduction algorithms like PCA
emphasize on positioning contrasting TDPs distantly separated in a
lower dimensional space. However, achieving representation of
highly dimensional TDSs on a low dimension, indistinguishable data
points must be mapped closer together and this can only be achieved
by nonlinear algorithms unlike their linear counterparts. t-SNE is an
enhancement over the (SNE) algorithm (Vclav et al., 2017). To
implement the t-SNE ML algorithm, the python programing
language has proved very instrumental in ML, given its vast libraries
and frameworks for advanced computing and visualization. The t-
SNE ML algorithm will be very applicable in establishing the
distribution patterns of the topological data points within a Hausdorff
space. The next section describes the python libraries, distributions,
and the computing requirements applicable in ML for our study.
Python is a popular programming language that is widely used in Al
communities. Python possesses simplicity and readability features
for its syntax, and this reduces the time taken to test complicated
algorithms through minimal code in comparison to the existing
languages (Vclav et al.,, 2017). Python prides itself with a great
numbers of rich library modules for ML. Furthermore, python
commands overwhelming community of developers globally, who
generously share troubleshooting and debugging tips through online
platforms. The ubiquitous nature of python has granted its usage in
nearly all research institutions as well as commercial applications of
deep learning and ML. Jupyter Notebook is a computing notebook
environment operated on an interactive web browser. It is a
component of the Anaconda Navigator. Some of the python libraries
include pandas, sklearn, matplotlib, seaborn, plotly, cullinks, TSNE,
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and K-Means. Some of these libraries are resource intensive especially
the ones that implement ML algorithm to run through over thousands of
rows of data for hundreds of iterations, in just a few minutes. Therefore,
the laptop specifications to be used to run these python algorithms must
possess a powerful processor of Core 17, 16GB of RAM memory, over
2.3 GHz speed, and a faster S00GB solid-state drive storage. The next
section presents the BDSs that will be used in our study. The datasets
used in this study are downloaded from Kaggle.com, an open source
community of data scientists, ML, and a huge published repository of
BD sets. We specifically focus on a collection of time series COVID-
19 datasets of cases reported from all countries of all the six world
continents (Africa, Europe, Asia, North America, South America, and
Oceania) starting February 24th, 2020 until June 28th, 2021. The
dataset contains 98,904 rows and 60 columns. The huge volume of
this dataset qualifies it as a candidate of a BDS. We denote the
COVID-19 dataset as H throughout the study. Besides, python also
has the ability to randomly generate larger datasets in a simulated
environment for analysis purposes. The next section takes us through
the initial cleaning of the raw data and exploratory data analysis
(EDA), in order to get maximum output from our dataset. The raw
data have to go through several processes before the final analysis. The
data are first imported into the python using the
Pandas library. We then expose the data through the process of
shaping to determine the initial high dimension, and we check
the data distribution, wrangling, and initial visualization processes.
Subsequently, EDA follows, where we perform structural
modification, further analysis, and visualization on the data using line
graphs and surface plots using various python libraries. After EDA, we
perform a very crucial stage on the data known as feature engineering.
This involves feature selection, dimensionality reduction using
techniques like backfilling, forward-filling, data encoding, best column
formation, variance, and means computations. These processes achieve
data cleaning which assists us to manage handling of outliers and
excessive null values, which TDA refers to as “topological noise.” At
this point, the data can finally be exposed to the ML algorithms, either
as unsupervised, supervised, semi-supervised, or reinforcement ML
algorithms. During our study, we will however restrict ourselves to

t-SNE which is a feature engineering algorithm to unsupervised ML
algorithm as a branch of applied artificial intelligence.

4. Results and Discussion

The datasets used in this study are downloaded from
Kaggle.com, an open source community of data scientists, ML, and
a huge published repository of BD sets. In our coding, the world is
represented by a Hausdorff space X and subspaces of H represent
regions or countries, unless otherwise stated. These subspaces
represent BDSs. We specifically focus on a collection of time series
COVID-19 datasets of cases reported from all countries of all the
six world continents (Africa, Europe, Asia, North America, South
America, and Oceania) starting February 24”, 2020 until June 28",
2021. The dataset contained 98,904 rows and 60 columns. The
huge volume of this dataset qualifies it as a candidate of a BDS.
The next section describes the connectedness of our dataset.
Given H;, H, C H, such that HinH, = @, then collections
generated by H; and H, might be equated to nonempty
intersections, and these Hausdorff properties come in handy in
building a SC. As a result, this result leads to a “multiresolution”
map of the TDS. Connectedness of points in a topological space
means nonexistence of separation between the points on the
topological space. Let X be our COVID-19 dataset throughout
this study. We applying a nonlinear fit on X by reducing the
dimensionality while the geometric structure, shape, and connectivity
of our dataset remain preserved.

4.1. 2D line graph visualizations

After EDA and dimensionality reduction on our COVID-19
dataset, denoted by H, we produce a few line graph visualizations
to initially reveal the relationship between the total confirmed,
recovered, and deaths cases across the six world continents.
A visualization of the total confirmed COVID-19 cases in the
world is revealed at a glance through the line graph in Figure 1.

Figure 1
Line plot visualization of dataset H revealing the total confirmed COVID-19 infection cases globally

—— Deaths
Recovered
—— Confirmed
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Figure 2 gives a line graph visualization of the total recovered
cases in the world. In addition, after performing EDA and
dimensionality reduction on our COVID-19 dataset denoted by H,
we compute surface plot visualizations to reveal topological
structure and graphical properties from our dataset H. We use
python libraries to produce surface plot visualizations which
revealed the structured shape between the total confirmed, total
recovered and total deaths cases across the world.

The total number of deaths is visualized by the line graph in
Figure 3.

Finally, Figure 4 reveals a combined line graph visualization of
both the total confirmed, recovered, and death cases of COVID-19 in
the world.

Figure 5 displays elevated numbers of confirmed cases globally,
slightly lower deaths per hundred cases, and relatively fewer new
cases during the period when the data were collected. These

Figure 2
Line plot visualization of dataset H revealing COVID-19 data globally

— Deaths
— Recovered

—— Confirmed

Figure 3
Line plot visualization of dataset H revealing the total confirmed death cases globally
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Figure 4
A combined line plot visualization of dataset H revealing the total confirmed, recovered, and death cases globally

—— Deaths
—— Recovered
—— Confirmed

Figure 5
A 3D surface plot visualization of the COVID-19 dataset displaying higher numbers of confirmed cases globally,
slightly lower deaths per hundred cases, and relatively fewer new cases globally
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clusters reveal valuable information about the underlying features
such that when some initial conditions of the experiment are
fulfilled, the data points are more likely to assemble in a certain
manner. Thereafter, notable clusters may begin to emerge, varying
from those achieved with smaller radii, basically encompassing
them. As the radius of the balls increases, a single component of
H is finally observed for the very first time. The component can
among other things be a loop, a chain, have holes or loops, have
multiple flares, or another structure. So as the radius r increases
toward 7*, the balls around the points a; and a, intersect and the
final edge emerges to complete the loop.

Figure 6 visualizes a surface plot of the COVID-19 dataset
displaying higher numbers of new cases globally, slightly

13.5M
3M
2.5M
2M
1.5M
M

0.5M

moderate new death cases, and relatively fewer death cases
globally, during the period of data collection.

Figure 7 displays a surface plot visualization of the COVID-19
dataset displaying extremely higher numbers of new deaths globally,
moderately higher new recovery cases, and relatively lower deaths
per hundred cases glob ally. Each TDP is enclosed around a ball
at the center at a point with a radius €. While € increases in size,
the cloud gradually ceases to appear as secluded points, but
slowly gains shape. As the output increases in size, a single
shapeless blob emerges. These events eventually generate a SC,
which starts with vertices as TDPs. An edge is inserted between
the two balls as they intersect. Meanwhile, a face bounded by the
three edges is added as 3 balls intersect. With the onset of these
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Figure 6
A 3D surface plot visualization of the COVID-19 dataset displaying higher numbers of new cases globally,
slightly moderate new death cases, and relatively fewer death cases globally
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Figure 7

A 3D surface plot visualization of the COVID-19 dataset displaying extremely higher numbers of new
deaths globally, moderately higher new recovery cases, and relatively lower deaths per hundred cases globally
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events, highly dimensional n-faces with n + 1 intersecting emerges.
Taking H and draw a ball H(a,, r) around each point a; for some
small initial radius  (Figure 8). As r increases at intervals, we can
establish how H connects at different radii by observing different
angle of snapshots of the 3-D outputs.

We obtain a three-dimensional scatter plot nonlinear random shape
of the data at an initial default radius of 12 as shown in Figure 8. At this
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point, we will keenly observe the initial intersection of the closures of
H(a;, r) and H(a,, r) on a point within the plane. Without loss of
generality, we can confidently state that ¢; and a, are 2r distanced
apart. Connecting them with an edge, we get a visual graph. When
eventually this radius is attained, further increment of the radius
reveals no further structure for a significant time period. We
therefore conclude that the ranges of the radius are » > * as shown.
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Figure 8 Before we apply the t-SNE algorithm, we first compute a quick
3D scatter plot of the sample H of data points visualization of three categories within the global COVID-19
at initial default radius of 12 dataset. These groups include the cardiovascular death rate,

diabetes prevalence, and the pop ulation aged 70 years and older.

The 3D surface plot on Figure 9 visualizes a common
relationship between the three groups.

From the dataset, we also compute a 3D visualization to reveal the
& shape of three more categories, that is, total confirmed, total recovered,
and the total deaths among the six continents as shown in Figure 10.
=3 After the COVID-19 dataset is subjected to the t-SNE
[ algorithm, a feature engineering algorithm to unsupervised ML
= algorithms, we obtain the following three-cluster distributions: at
the global, continental (Africa), and country (Kenya) levels.
Within the clustered distributions, a shape is revealed outlining
the distribution pattern of the data points within the COVID-19
datasets. Also included, are outliers (topological “noise” (TN)).
The outliers include extremely high or extremely low figures
within the datasets. Also noted within the distribution spaces are

|

&
I'D \.‘.

Figure 9
3D surface plot visualization revealing how cardiovascular death rate, diabetes prevalence, and the
population aged 70 years and older are related
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Figure 10

3D surface plot visualization revealing how the means of total confirmed, total recovered, and the total
deaths among the six continents are related
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Figure 11
t-SNE generated distribution pattern of COVID-19 data points within statistics of the world continents
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condensed points and sparsely distributed data points. The global — might need to install Anaconda Navigator, a python distribution

distribution pattern is revealed in Figure 11. library, for ML, install the relevant libraries, and then download
You can find our code at the links: https://colab.research.  the CSV datasets from the kaggle.com repository.
google.com/drive/ TuLNJm6NDtfPu3td8gTB1-nANTRMSJALZ? Figure 12 reveals the distribution pattern of the data points

usp=sharing However, to run the code to view the visualizations, you = within Africa as a continent.

Figure 12
t-SNE generated distribution pattern of COVID-19 data points within statistics of the African continent
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Figure 13
t-SNE generated sparse distribution pattern of COVID-19 data points of the country, Kenya, in African continent
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Finally, Figure 13 reveals the distribution pattern of the data points
of the Kenyan portion of the global portion of the COVID-19 dataset.

5. Conclusion

In this paper, we have carried out an in-depth TDA of
COVID-19 pandemic using Al and ML techniques. We have
shown the distribution patterns of pandemic all over the world
when it was at its peak. The results show that the world areas
which experience a lot of cold seasons were affected most. We
have managed to demonstrate the distribution patterns of
topological data points within a Hausdorff space, using 3D
visualizations and application of t-SNE ML algorithm clusters of
the dataset from all the six World continents, African continent,
and the country Kenya. From the distribution of the real life
COVID-19 dataset, the coronavirus situation was densely
distributed in Winter-prone regions like Europe, United States of
America, and Canada.

Recommendations

From this study, we recommend that characterization of
topological data points can be considered in normal spaces. We
further recommend that location of BDSs can be carried out in
normal spaces. Finally, we recommend that establishment of
distribution patterns of topological data points can be done in
normal spaces using data from other fields like health, business,
and social media.

Acknowledgement

The authors are grateful to the reviewers for their useful
comments which helped to improve this work.

tkl

Conflicts of Interest

The authors declare that they have no conflicts of interest to this
work.

References

Adler, R. J.,, Bobrowski, O., Borman, M. S., Subag, E., &
Weinberger, S. (2010). Persistent homology for random
fields and complexes. In Borrowing strength: theory powering
applications—a Festschrift for Lawrence D. Brown, 6,
124-144. Institute of Mathematical Statistics.

Bremer, P. (2004). A topological hierarchy for functions on
triangulated surfaces. IEEE Transactions on Visualization
and Computer Graphics, 10, 385-396.

Butler, D. (2016). A world where everyone has a robot: Why 2040
could blow your mind. Nature, 530, 75-91.

Caleb, G., Olaf, S., Giovanni, P., & Manish, S., (2019). Generating
dynamical neuroimaging spatiotemporal (DyNeuSR) using
topological data analysis. Network Neuroscience, 3(3),
763-778.

Carlsson, G. (2009). Topology and data. Bulletin of the American
Mathematical Society, 46, 255-308.

Carlsson, G. (2014). Topological pattern recognition for point cloud
data. Acta Numerica, 23, 289-368.

Carriere, M., & Oudot, S. (2018). Structure and stability of the one-
dimensional mapper. Foundations of Computational
Mathematics, 18, 1333—-1396.

Costa, J. P. (2017). Topological data analysis and applications. In
40th  International ~Convention on Information and
Communication Technology, Electronics and Micro-
electronics, 558-563.

63



Journal of Data Science and Intelligent Systems

Vol. 1

Iss.1 2023

Data Education in Schools. (2021). What is data? Retrieved from:
https://dataschools.education/about-data-literacy/what-is-data/

Dayten, S. (2020). Introductory topological data analysis. Department
of Mathematics and Statistics, University of Victoria.

De Silva, V., & Carlsson, G. E. (2004). Topological estimation
using witness complexes. In Eurographics Symposium on
Point-Based Graphics, 157-166

Edelsbrunner, H., Letscher, D., & Zomorodian, A. (2002).
Topological persistence and simplification. Discrete &
Computational Geometry, 28, 511-533.

Elizabeth, M. (2017). A users guide to topological data analysis.
Journal of Learning Analytics, 4, 47-61. https://doi.org/10.
18608/j1a.2017.42.6

Frederic, C., & Bertrand, M. (2017). An introduction to topological data
analysis: fundamental and practical aspects for data scientists.
National Institute for Research in Computer Science and Control.

Frosini, P. (1992). Measuring shapes by size functions. In Intelligent
Robots and Computer Vision X: Algorithms and Techniques,
1607, 122-133.

IDC (2012). Worldwide big data technology and services. 20122015
Forecast, 1, 233-485.

King, A. (2021). 7 benefits to using big data for small businesses.
Retrieved from: http:/www.industriuscfo.com/7-benefits-using-
big-data/

64

Marr, B. (2015). Big data: Using smart big data, analytics and metrics
to make better decisions and improve performance. USA: John
Wiley & Sons.

Morris, S. A. (2012). Topology without tears. USA: Springer Verlag.

Oudot, S. (2015). Persistence theory: From quiver representations to
data analysis. American Mathematical Society, 1, 209.

Perea, J. (2019). A brief history of persistence. Morfismos, 23, 1-16.

Robins, V. (1999). Towards computing homology from finite
approximations. In Topology Proceedings, 24(1), 503-532.

Singh, G., Mémoli, F., & Carlsson, G. E. (2007). Topological
methods for the analysis of high dimensional data sets
and 3d object recognition. In Eurographics Symposium on
Point-Based Graphics, 2, 091-100.

Tierny, J. (2006). Introduction to topological data analysis. Sorbonne

Universits. Retrieved from: https://www-apr.lip6.fr/~tierny/
stuff/teaching/tierny_topologicalDataAnalysis.pdf

Vclav, S., Jana, N., Fatos, X., & Leonard, B., (2017). Geometrical

and topological approaches to big data. Future Generation
Computer Systems, 67, 286—296.

How to Cite: Onyango, A., Okelo, B., & Omollo, R. (2023). Topological Data
Analysis of COVID-19 Using Artificial Intelligence and Machine Learning
Techniques in Big Datasets of Hausdorff Spaces. Journal of Data Science and
Intelligent Systems 1(1), 55-64, https://doi.org/10.47852/bonviewJDSIS3202701



https://dataschools.education/about-data-literacy/what-is-data/
https://doi.org/10.18608/jla.2017.42.6
https://doi.org/10.18608/jla.2017.42.6
http://www.industriuscfo.com/7-benefits-using-big-data/
http://www.industriuscfo.com/7-benefits-using-big-data/
https://www-apr.lip6.fr/~tierny/stuff/teaching/tierny_topologicalDataAnalysis.pdf
https://www-apr.lip6.fr/~tierny/stuff/teaching/tierny_topologicalDataAnalysis.pdf
https://doi.org/10.47852/bonviewJDSIS3202701

	Topological Data Analysis of COVID-19 Using Artificial Intelligence and Machine Learning Techniques in Big Datasets of Hausdorff Spaces
	1. Introduction
	2. Literature Review
	3. Research Methodology
	4. Results and Discussion
	4.1. 2D line graph visualizations

	5. Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages true
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth 4
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (U.S. Web Coated \(SWOP\) v2)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


