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Abstract: Bankruptcy analysis is needed to anticipate bankruptcy. Errors in predicting bankruptcy often cause bankruptcy. Machine learning
with high accuracy to analyze reversal must continuously improve its accuracy. Many machine learning models have been applied to predict
bankruptcy. However, model improvisation is still needed to improve prediction accuracy. We propose a combination model to improve the
accuracy of bankruptcy prediction based on a genetic algorithm-support vector machine (GA-SVM) and stacking ensemble method. This
study uses the Taiwanese Bankruptcy dataset from the Taiwan Economic Journal. Then, we implement a synthetic minority over-
sampling technique for handling imbalanced datasets. We select the best feature using GA-SVM, adopt a new strategy by stacking the
classifier, and use extreme gradient boosting as a meta-learner. The results show superior accuracy obtained by the stacking model-based
GA-SVM with an accuracy of 99.58%. The accuracy obtained is higher than just applying a single classifier. Thus, this study shows that
the proposed method can predict bankruptcy with superior accuracy.
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1. Introduction

Financial failure or bankruptcy is facingmultiple crises that could
devastate the global economy (Abdillah, 2020). Companies, small
business owners, conventional marketplaces, and the government
might all experience a detrimental influence. Academic scholars,
government officials, investors, and business people are attempting
to pinpoint the factors that lead to bankruptcy (Liang et al., 2016).
The cost of raw materials, employee pay, company competitiveness,
and managerial incompetence are just a few factors that can lead to
bankruptcy. Every business owner is susceptible to bankruptcy-
related reasons. It may influence entrepreneurs at every level (Blazy
& Stef, 2020). Managing funds and lowering economic credit risk
can enhance credit risk assessment (Umar et al., 2021). To
safeguard their finances from bankruptcy, investors, managers,
shareholders, and governments may all benefit from the information
provided by bankruptcy assessments. Financial weak spots can be
identified, and early warning signs can be supplied through
bankruptcy research. However, a few benefits of bankruptcy study
include lowering the cost of credit analysis, financial monitoring,
and collection rates.

The financial statements contain information such as the
company’s cash flow and net income. Cash flow is lower than the
target than the cost of capital issued, and unpaid debt can lead to
liquidity, where the company can be dissolved at the discretion of
the local country. Even the failure of the state economy can
accelerate the company’s bankruptcy if the company only relies
on state subsidies (Foerster et al., 2017).

Several factors may be considered to determine the causes of
bankruptcy, including the economy, changes in the price of
commodities, the surplus and deficit of the nation, and even the
strength of the local currency. Socially, changes in community
customs will affect the company’s target market. If the company
can’t adjust and adapt, it will lead to liquidation. The company’s
use of technology and media must be exceeded, and it will be lost
if it doesn’t improve its systems. This can affect the maintenance
of the company’s equipment; otherwise, having an integrated
system will only make it difficult for the company. Governmental
regulations are about removing subsidies and tariffs on the
movement of export and import sales (Hickel et al., 2022).
Ineffective business management may also result in insolvency
(Kücher et al., 2020).

Financial bankruptcy analysis is needed to improve financial
management (Muslim & Dasril, 2021). It requires measures and
indicators to analyze financial bankruptcy (Kozlovskyi et al.,
2019). Bateni and Asghari (2020) initiated a bankruptcy analysis
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of 158 companies and formed six groups of financial ratios (FRs) as
indicators of bankruptcy prediction, namely cash flow to total debt,
net income to total assets, accumulation of current and long-term
liabilities to total assets, current ratio, capital employment to total
assets, and the interval without credit. Almamy et al. (2016) provides
further research on financial bankruptcy and found five groups of
financial ratios used as indicators of bankruptcy prediction: cash flow
to total debt, net income to total assets, total debt to total assets,
working capital, and the current ratio. Other ratios that can support
the need for analysis are liquidity and leverage (Jumanto et al.,
2023). The bankruptcy prediction indicator is then referred to as the
z-score. Research by Liang et al. (2016) explained that two critical
factors in analyzing bankruptcy are FRs and Corporate Governance
Indicators (CGIs). FRs factors, are solvency, profitability, cash flow
ratio, capital structure ratio, turnover, and growth. CGI factors are
board structure, ownership structure, cash flow rights, and retained
experts. These two factors will develop the model’s performance
even though the dimensions obtained are high.

Financial bankruptcy indicators will form a pattern, which is not
enough if it only produces an analysis of human assumptions
(Muslim & Dasril, 2021). Statistical analysis and machine
learning are examples of models to minimize bankruptcy (Lin
et al., 2019). Financial distress can be discriminated against by
combining FRs, and specific ratios can be determined using
multiple discriminant analyses. However, it is not strong enough
to prove that only using MDA can produce the best results (Liang
et al., 2020). Bankruptcy analysis is like the classification model,
taken from statistical data provided by the company to map
characteristics and indicators of the causes of bankruptcy.

Feature selection is used according to the type of data object
owned. Data that have a label is called supervised. The wrapper
method is one variation of the supervised feature selection method
that can reduce high dimensions (El Aboudi & Benhlima, 2016).
The genetic algorithm (GA) has natural dimensions characteristics
by applying the rules of selection, crossover, and mutation. GA
characteristic rules can solve nonlinear optimization problems and
form discriminant classifiers. GA can be used as a wrapper in the
feature selection step. The wrapper method will iterate based on
the desired generation formation (El Aboudi & Benhlima, 2016).
The model object used is the SVM; SVM can solve complex
problems such as high data dimensions and nonlinear data (Zhou
et al., 2019).

The results of the subset of features and data that have reached
the specified generation (stop criteria) will be trained using the
ensemble method. The ensemble method will train the data in
parallel and produces accuracy values (Dong et al., 2020). One of
the algorithms applied to the ensemble method is stacking
(Jayapermana et al., 2022). The stacking algorithm can train data
based on the machine learning algorithm used. The stacking
algorithm will divide the training into the base and meta-learners
(Dou et al., 2020). The data will be trained using a predetermined
algorithm at the base learner stage. This study uses three machine
learning algorithms as a base learner, namely a decision tree
(Zaman et al., 2020), a k-nearest neighbor (Wang & Liu, 2021),
and a light gradient boosting machine (Ke et al., 2017). At the
meta-learner stage, extreme gradient boosting is used to predict
bankruptcy (Khoirunnisa et al., 2021; Muslim & Dasril, 2021).

Research by Zelenkov et al. (2017) used the ensemble classifier
even though they did not use the filteringmethod. Barboza et al. (2017)
have applied ensemble learning AdaBoost to reduce the error rate in
selecting FRs attributes. Research by Liang et al. (2016) used GA as
feature selection to reduce data dimensions and used SVM with
linear kernel parameters to find the best features. Muslim and Dasril

(2021) use the extreme gradient boosting algorithm as feature
selection and ensemble stacking with the base learner, namely
k-nearest neighbor, decision tree, gradient boosting trees, and
random forest. The meta-learner used is a light gradient boosting
machine. Many studies have been conducted using bankruptcy
databases, including Li et al. (2017). It compiles information on
Italy’s small- and medium-sized firms and uses McNemar validation
to examine insolvency. The bankruptcy dataset for Poland is utilized
by Muslim and Dasril (2021) and Fernández et al. (2018), the
Taiwanese dataset is regularly used by Liang et al. (2016), and Lin
et al. (2019) examine the comparison between the single and
ensemble learning-based bankruptcy.

Research related to bankruptcy prediction also implements the
ensemble technique that has been carried out by Muslim and Dasril
(2021) using Polish Bankruptcy data, Pisula (2020) using Poland
Bankruptcy data, and Guo et al. (2022) using the Taiwanese
Bankruptcy dataset. Each of these studies proposes the ensemble
learning method with different meta-learner variations and feature
selection methods. Therefore, this research is proposed based on
similar research references.

Previous research on bankruptcy prediction only focused on
increasing the classification model’s accuracy, ignored the
excessive number of variable data dimensions, and did not make
efforts to balance class data. Although the classification model
applied is taken from several references to bankruptcy prediction
research that has been done, namely the stacking ensemble
method, this research adds a method for handling unbalanced data
and a wrapper technique for selecting the best features. Improving
this method is done as an effort to improve the accuracy of
bankruptcy prediction performance.

In this study, we improve the bankruptcy prediction accuracy
based on a genetic algorithm-support vector machine (GA-SVM)
and stacking ensemble method on the Taiwanese Bankruptcy
dataset from the Taiwan Economic Journal. The rest of the
manuscript is organized as follows. Section 2 reviews the related
works to bankruptcy, feature selection model, and classification
model. Section 3 presents the GA-SVM method, stacking
ensemble model, and other machine learning models. Section 4
analyses and discusses the results. Section 5 conclusion.

2. Literature Review

Studies on bankruptcy prediction by applying a classification
model are based on statistical data provided by financial
companies, such as those conducted by du Jardin (2016), He et al.
(2018), and Kliestik et al. (2020). Classification algorithms can
solve classification problems, such as multivariant discriminant
analysis, logistic regression, neural networks, support vector
machine (SVM), and ensemble method (Qu et al., 2019). The use
of other algorithms that use the characteristics of the neural
network, such as the recurrent neural network (Chong et al., 2017)
and convolutional neural network (Hosaka, 2019), have been
developed to analyze financial and management topics (Qu et al.,
2019). Using feature selection, high indicator dimensions may be
decreased to increase prediction accuracy (Bouktif et al., 2018;
Pampouktsi et al., 2023). Linero (2018) mentions that high
dimensions can degrade the performance of the resulting accuracy
prediction, such as in the decision tree and Naïve Bayes because
the data’s attributes are irrelevant to the algorithm. Feature
selection can reduce the high dimensions obtained from the
combination of FRs and CGIs indicators (Liang et al., 2016).

The feature selection method has been popularly optimized for
classification problems (Dessì & Pes, 2015; Tran et al., 2018; Zhang
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et al., 2018). Research by Liang et al. (2016) examined the effect of
the filter and wrapper-based feature selection methods in bankruptcy
prediction. They found no optimal combination of feature selection
techniques and classification methods in experimental datasets. The
empirical results indicate that the proposed wrapper method
performs better than traditional feature selection models regarding
prediction accuracy.

A dataset with large dimensions, like the Taiwanese dataset
compiled by Liang et al. (2016), is caused by using variables to
determine financial insolvency that might total more than 20.
Large dataset size can make it difficult to compile bankruptcy
prediction analyses; hence, feature selection techniques such as
GA (Liang et al., 2016; Lin et al., 2019; Prasetiyo et al., 2021),
extreme gradient boosting (Muslim & Dasril, 2021), and SVM
(Lin et al., 2019) are frequently utilized.

The use of feature selection has aided efforts to increase
prediction accuracy, yet it is insufficient. Single classifier GA
(Ajani et al., 2021; Li et al., 2017; Lin et al., 2019), logistic
regression (Li et al., 2017), k-nearest (Noori et al., 2017), SVM
(Liang et al., 2016; Lin et al., 2019; Prasetiyo et al., 2021; Qu
et al., 2019), and light gradient boosting machine (Zelenkov et al.,
2017) were used for dataset training utilizing machine learning.
Any classification method can be stacked using a stacking
ensemble to improve accuracy (Muslim & Dasril, 2021).

Research by Brenes et al. (2022) improvised a multilayer
perceptron model to predict bankruptcy with a dataset of
Taiwanese firms to obtain an accuracy of 86.06%. A similar study
combined the stacking ensemble and XGBoost feature selection
algorithms to obtain an accuracy of 97% (Muslim & Dasril,
2021). However, from previous research, it is still necessary to
improvise methods to obtain maximum accuracy. So, based on the
related work description above, the researcher found a strategy on
how to find a method to predict bankruptcy with high accuracy
from previous studies

3. Research Methodology

3.1. Research design

The research design was made to explain the research flow
comprehensively. The workflow generally describes three stages:
the preprocessing stage, the feature selection stage, and the data
training stage. The study ended with a validation test using a
confusion matrix and k-fold cross-validation. The visualization of
the proposed method is shown in Figure 1.

3.1.1. Data description
A random sampling method was employed for the study.

The sample for the study consisted of 22 first-year in-service
postgraduate science teachers from one of the Colleges of
Education in Bhutan. Thirteen male (59%) teachers and nine female

(40.9%) teachers participated in the study. The sample comprised 7
biology teachers (31.8%), 10 chemistry teachers (45.5%), and 5
physics teachers (22.7%). Since the participation in this study was
purely voluntary, only 22, out of 39 in-service postgraduate science
teachers participated. The overall response rate was recorded at 56%.

3.1.2. Preprocessing stage
The preprocessing stage is the stage that aims to process the

dataset before being trained using the algorithm (Li et al., 2017).
The dataset detected abnormality, noise, and balance of the dataset.
An unbalanced dataset and low accuracy can affect the training
process (Fernández et al., 2018). The preprocessing stage used in
this study is the synthetic minority over-sampling technique. The
synthetic minority over-sampling technique can be used for noisy
datasets so that the synthetic minority over-sampling technique will
form balanced data based on the distribution of the nearest k value
(Prasetiyo et al., 2021).

3.1.3. Feature selection stage
The feature selection stage aims to reduce the dimensions of the

dataset based on the features used. Feature selection combines GA and
SVM. A wrapper combines the two algorithms (El Aboudi &
Benhlima, 2016). The GA parameters use the stopping criteria based
on the formed generation iteration. The generation used is 20, the
crossover rate is 0.7, the population size is 70, and the mutation rate is
0.01 (Liang et al., 2016). An illustration of the GA is shown in Figure 2.

SVM is used as an evaluator for each iteration. SVM evaluator
applies to assess the level of accuracy of features after selection. The
SVM model in pseudocode is as follows (Ajani et al., 2021):

Algorithm 1. SVM Model

Require: X and y loaded with labeled data, α 0
1: C <= some value (use 100, for example)
2: Kernel ( formula (RBF, for example)
3: repeat
4: for all xi; yif g,{xj; yj} do
5: Optimize αi and αj
6: end for
7: until no changes in α or other resource constraint criteria

are met
Ensure: Retain only the support vector αi > 0ð Þ

3.1.4. Stacking ensemble learning
One of the algorithms applied to the ensemble method is

stacking (Jayapermana et al., 2022). The stacking algorithm can
train data based on the machine learning algorithm used. The
ensemble technique combines multiple models to produce a more
accurate model. The ensemble method can significantly lower
misclassification and raise the efficiency of a single classification
model (Abdar et al., 2020). To produce a more accurate model,

Figure 1
The proposed method of bankruptcy prediction with GA-SVM and stacking
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the ensemble technique integrates various sets of models. The
ensemble technique can greatly reduce misclassification and
boost a single classifier’s effectiveness. The base model and
meta-learner are the two main concepts that the algorithm suggests.

The fundamental concept is to use the output of the meta-learner
as the final prediction result after merging the strategies and to train the
meta-learner by using the prediction result of the base model as a new
feature matrix. The multilayer stacking ensemble learning model uses
the output from one layer as the input for the one below it. However, as
the number of layers rises, the model becomes more complex, and the
training rate declines. This study uses three machine learning
algorithms as a base learner, namely a decision tree (Zaman et al.,
2020), a k-nearest neighbor (Wang & Liu, 2021), and a light
gradient boosting machine (Ke et al., 2017). At the meta-learner
stage, extreme gradient boosting is used to predict bankruptcy
(Khoirunnisa et al., 2021; Muslim & Dasril, 2021).

4. Result and Discussion

The dataset used in the study shows that the comparison of the
target classification label “Bankrupt?” between label 1 and label 0
has a ratio of 96.77%:3.23%. Based on the original dataset, the target
label is 0 for as many as 6599 instances, and the target label 1 is 220
instances. The target label comparison visualization is in Figure 3.

The imbalanced data target in Figure 3 needs to be improved
because it will affect the accuracy of the data training. Repairing
imbalanced data using resamples data using the nearest k value in
the distribution of the dataset. The target label “Bankrupt?” 0 is
called the majority label, while the target label “Bankrupt?” 1 is

Figure 2
Illustration of the feature selection process of GA-SVM

Figure 3
Original dataset label target of Taiwanese Bankruptcy dataset
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called the minority label. A minority label will be applied to
resampling the dataset using a synthetic over-sampling technique
(Prasetiyo et al., 2021). The resampling process that is applied
starts from 50% of the dataset from the majority label, then the
resampling of the dataset used is 100% from the majority label.
Visualization of the synthetic minority over-sampling technique
carried out is in Figure 4.

The number of resampling results formed based on the specified
percentage is in Table 1.

The results of the new dataset used for data training are minority
labels resampled by 100%of themajority labels. Thus, the dataset used
to conduct data training is balanced data. Balanced data is processed
using GA-SVM to reduce used features. In Noori et al.’s (2017)
research, three features of accuracy were obtained at 91.00% using
fNIRS signal data, while Gokulnath and Shantharajah’s (2019)

research obtained 7 features from heart disease data and resulted in
an accuracy of 83.70%. In this research, the GA-SVM approach is
used as feature selection with Taiwanese Bankruptcy data obtained
43 instances with an accuracy of 92.05%, as shown in Table 2.

The best features selected by GA-SVM are 43 features out of
92 native features. The result of the training data process produces
different levels of accuracy. The algorithms are a decision tree,
k-nearest neighbor, and light gradient boosting machine. In addition
to using a single classifier, the data training model uses stacking.
The result of the comparison of training data testing using a single
classifier that has been determined and the stacking algorithm using
meta-learner extreme gradient boosting is in Table 3 (Hou et al., 2021).

The result of data training without feature selection GA-SVM
using a decision tree is 95.15%, using a k-nearest neighbor
produces 90.8%, and light gradient boosting machine produces
98.37%. The result of data training using GA-SVM feature
selection using a decision tree is 96.02%, the k-nearest neighbor
produces 91.25%, and the light gradient boosting machine
produces 98.45%. To the results of research from Tao et al. (2018).

Figure 4
The use of the synthetic minority oversampling technique method. Figure (a) is the original data,

(b) resampling 50% of the majority label, and (c) resampling 100% of the majority label

Table 1
Comparison of the original target dataset and

normalized target dataset

Label
“Bankrupt?”

Original
data

Resampling
percentage from
majority label

50% 100%

0 6599 6599 6599
1 220 3299 6599

Table 2
Comparison feature after being selected using GA-SVM

All features Best features

95 43
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The results obtained from feature selection using GA-SVM on each
single classifier have increased accuracy. Can be seen as in Figure 5.

The ensemble stacking method uses the decision tree, k-nearest
neighbor, and light gradient boosting machine as a base learner. A
novel dataset that uses meta-learning to categorize was obtained
from the base learner. The meta-learner used in the ensemble
stacking method is extreme gradient boosting classification. The
results are shown in the comparison between single classifier
(decision tree, k-nearest neighbor, and light gradient boosting
machine) and ensemble classifier (extreme gradient boosting with
stacked decision tree, k-nearest neighbor, and light gradient
boosting machine) Table 4.

An accuracy of 99.58% is achieved by stacking a decision tree,
k-nearest neighbor, and light gradient boosting machine with an
ensemble classifier as a base learner and an extreme gradient
boosting as a meta-learner. The comparison visualization of
comparison single classifier and stacking is in Figure 6.

In research conducted by Muslim and Dasril (2021) using
Polish Bankruptcy data and ensemble stacking, the results
obtained were 97%, while research conducted by Pisula (2020)
using Poland Bankruptcy data ensemble stacking resulted in an
accuracy of 98.1%. In addition, a similar experiment by Guo et al.
(2022) using the Taiwanese Bankruptcy dataset and testing the
bagging ensemble model obtained an accuracy of 86.63%. Thus,

it can be shown that the proposed stacking ensemble learning
method with Taiwanese Bankruptcy data is superior.

5. Conclusion

Analysis of bankruptcy prediction using machine learning is done
through research. The research used the GA-SVM machine learning
algorithm as feature selection, a single classifier as a base learner, and
extreme gradient boosting as a meta-learner. The single classifier is
used as a decision tree, k-nearest neighbor, and light gradient boosting
machine. The results of the dataset training after the attributes are
selected using GA-SVM through a single classifier: the decision tree
produces 96.02%, the k-nearest neighbor produces 91.25%, and the
light gradient boosting machine produces 98.45%. Dataset training
using the ensemble stacking method resulted in 99.58%. It is proven
that using a stacking ensemble with meta-learner extreme gradient
boosting can increase the accuracy value in bankruptcy classification.

Ethical Statement

This study does not contain any studies with human or animal
subjects performed by any of the authors.

Conflicts of Interest

MuchAzizMuslim is an Editorial BoardMember for Journal of
Data Science and Intelligent Systems and was not involved in the
editorial review or the decision to publish this article. The authors
declare that they have no conflicts of interest to this work.

Table 3
Comparison of single classifier without

GA-SVM and using GA-SVM

Algorithm

Accuracy (%)

Without
GA-SVM

Using
GA-SVM

Decision tree 95.15 96.02
K-nearest neighbor 90.80 91.25
Light gradient boosting machine 98.37 98.45

Figure 5
Comparison of single classifier without GA-SVM

and with GA-SVM

90.8

95.15

98.37

91.25

96.02

98.45

K-NN Decision Tree LightGBM

Without GA-SVM Using GA-SVM

Table 4
Comparison of single classifier and ensemble classifier

Algorithm Category
Accuracy

(%)

Decision tree Single classifier 96.02
K-nearest neighbor Single classifier 91.25
Light gradient boosting
machine

Single classifier 98.45

Stacking-extreme gradient
boosting

Ensemble classifier 99.58

Figure 6
Comparison of single classifier and stacking

91.25

96.02

98.45
99.58

K-NN Decision Tree LightGBM Stacking
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