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Abstract: In this paper, the author will provide an extensive exploration of the utilization of computed tomography (CT) image processing 
techniques for the detection of renal calculi. This is one of the most essential topics worldwide to detect the correct location of renal calculi. In the 
human system, the two kidneys play a crucial role in water purification and recycling. This research involves four steps: Graphic processing with 
a median filter, segmentation with the Otsu segmentation algorithm, nephrolithiasis detection, and discrete wavelet transform feature extraction 
and classification. Data from a large number of hospital patients were collected with CT scans, which diagnose renal calculi. This research studies 
advanced techniques to detect the extent, segment the area, and improve the detection of kidney stones or normal. This analysis helps locate the 
rocks through pixel analysis. The system also shows many stone patients. Specifically, the system was refined through a dataset of 1,200 X-ray 
images, a cubic support vector machine achieved 89.3% training accuracy with five-fold cross-validation to avoid overfitting, and an area under the 
curve close to 0.85, and the receiver operating characteristic curve is close to one. Its outstanding performance on unseen data led to a 90% testing 
accuracy, demonstrating its robustness using MATLAB and Python IDLE simulator.
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1. Introduction
Doctors often use a manual method to check for stones on X-rays, 

but using 100% automatic methods makes it more efficient and reduces 
the risk of errors. This study describes a computer vision-based method 
to detect urinary stone processes [1]. The basic function of renal calculi 
is to coordinate the balance of solvents in the blood plasma. On one side 
of the bladder are the pea-shaped kidneys. Stone patients are becoming 
more frequent around the world, and most people who suffer from 
Siderite Filament are unaware of it, as it gradually destroys the kidney 
before symptoms appear [2]. In the past five years, there have been 
16,000 research documents published on detecting renal calculi, utilizing 
various filters from platforms such as Google Scholar and IEEE Xplore 
[3]. Low contrast and noisy images are being found by applying digital 
image processing. A computerized system for detecting renal calculi has 
been developed using pixel-based imaging and data processing strategies. 
There is a great deal of noise on computed tomography (CT) scans and 
magnetic resonance imaging, which is favorable to low accuracy [4].

In this research area, discrete wavelet transform (DWT) and support 
vector machine (SVM) have been shown to be quite accommodating. 
This survey applied electronic photography to operate CT scans. Image 
processing includes adding and editing images [5]. But, CT scan pictures 
often get from low contrast and speckle noise, which pose important 
appeals. Detecting renal calculi is particularly difficult due to these 
factors, as speckle noise is a common characteristic of medical images, 
degrading image quality by reducing contrast and resolution, which 
diminishes the diagnostic effectiveness of the images [6]. The renal 
calculi are discovered using ultrasound images and then removed with a 

surgical process that includes breaking up the stone into minuscule bits 
that can be passed down the urinary tract [7]. Because kidney mineral has 
inferior contrast and dapple noise, discovering them is a hard job. This 
challenge can be overcome by utilizing the right imaging techniques and 
filtering methods. Ultrasound images frequently exhibit speckle noise, 
an artifact that standard filters are ineffective at removing [8].

Contrast stretching, a raster image processing technique, is 
employed to enhance contrast, remove noise, and identify the stone 
regions in the pre-processed images [9]. By using classification 
techniques, the accuracy of the resulting predictive model can be 
assessed, and any misclassifications can be visualized. The prediction 
of the proper class for all picture points is the main objective of this 
research. This issue is addressed by applying appropriate imaging 
techniques and filters. The k-nearest neighbors (KNN) classifier is in 
this area [10–15].

2. Literature Review
In the use of automated detection systems to identify kidney 

stones in CT scan images, many survey methods have been examined. 
In recent years, kidney stones have emerged as a serious problem in 
the medical community. If not diagnosed promptly, complications 
can occur, and it may even require surgical intervention to remove. 
Studies have shown that kidney stone measurements are more accurate 
and consistent than traditional linear measurements. Moreover, deep 
learning (DL) algorithms using abdominal CT without contrast may 
help to identify stones and reduce the burden of manual detection. A 
series of CT scans can be used to detect stones, including some that 
cannot be automatically identified in the lungs. After applying image 
processing techniques to CT scan images, we used a random search 
algorithm to find the optimal parameter values for the DL model. The 
model achieved an accuracy of 98.1% [16].
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Yildirim et al. [17] pointed out that a total of 500 NCCT images 
of patients admitted to Fetşıçıken City Hospital in Eraz, Turkey, due 
to urinary tract stones, were collected. After the experts completed 
the labeling process, the presence or absence of stones was indicated. 
If the overfitting troubles are avoided, data augmentation techniques 
will be applied to the original photos. To train renal calculi detection, 
we used the XResNet-50 model. The Fastai(v2) library, built on the 
Pytorch DL framework, was used to train the XResnet-50 model. To 
adjust the parameters of the XResnet-50 model, the Adam optimizer 
and cross-entropy loss functions were applied. The model can show 
the classification locations that the DL model focuses on. According 
to this article, entering the cross-sectional area at the lower end of the 
kidney may cause the model to produce inaccurate results. According 
to research by Ahmad Walid Salehi, sugar is superior to humans in 
aspects such as perception [16]. Recognition and word recognition. 
This approach refers to the role of medical imaging in healthcare and 
medicine: It is gaining more and more importance. The DL methods are 
as follows:

It has shown promising results in medical image analysis [18].
Morgan B. McCabe describes radiology as a data-intensive field 

[19]. By using data processing technology in this field, the terrain is very 
good. Utilizing DL methods to process valuable data in radiological 
imaging ensures accurate diagnoses and enables high-performance 
automation in radiology. Foundation networks for classifying and 
identifying kidney diseases are recommended. The researchers used 
deep convolutional neural networks (CNNs) to understand these 
syndromes. Also, the TensorFlow module and inferential methods were 
used to calculate and identify the diseases category. They achieved 
89.79% accuracy. Detection of kidney disease using CNN was used for 
classification. Chronic kidney disease is 86.67%.

2.1. Digital images
The digital images possess distinct fundamental characteristics, 

one of which is the image type. For instance, a grayscale image captures 
only the intensity of light for each pixel, resulting in a range of shades 
from black to white. In contrast, a color image typically utilizes a 
combination of colors, often using red, green, and blue (RGB) or cyan, 
magenta, yellow, and black color models to produce a wide range of 
hues.

Gray-scale images, also known as monochrome or single-color 
images, contain only gray-level information, without any color data. 
The number of different gray levels in these images depends on the 
number of bits allocated per pixel. For example, an image with 256 
gray levels requires 8 bits per pixel, as illustrated in Figure 1. Medical 

imaging and astronomy often use 12 or 16 bits per pixel for greater 
detail.

Color images are three separate monochrome image channels, 
each representing a different. Each color channel contains gray-level 
information, which is the actual data stored in the digital image. The 
images containing RGB components are called color images or RGB 
images. By utilizing the 8-bit monochrome model as a measure, color 
image characteristics have 24 bits per pixel, with 8 bits allocated to each 
of the three color bands (RGB), as shown in Figure 2.

Renal calculi imaging is a popular method used to diagnose and 
plan treatment for renal calculi using different imaging modalities. 
Renal calculi imaging is important in monitoring the disease after 
appropriate treatment or surgery [20]. It is designed to identify the 
location of the stones by creating images of the anatomical structures 
of the kidney, such as the pelvis and renal stones. Imaging is used to 
check if the kidneys are functioning properly when choosing the right 
treatment for renal calculi patients and to understand if the treatment 
will be successful [21]. Imaging tests serve as a valuable tool for 
urologists in diagnosing patients who are hospitalized with kidney 
issues. Additionally, they assist in determining the location and size of 
renal stones following the initial diagnosis, which is a crucial first step. 
To access renal calculi, various imaging methods are available.

In order to choose the most suitable method, factors such as cost, 
ionizing radiation, and the body composition of the imaging device 
must be considered [22]. Imaging methods can help patients choose 
the best treatment for renal calculi when compared to other treatment 
methods such as shock wave lithotripsy, ureteroscopy, or percutaneous 
shock wave nephrectomy [23].

CT is a scanning method that can produce both enhanced and 
unenhanced images, and the imaging time varies depending on the 
clinical situation. CT offers remarkable imaging capacities, giving 
superior spatial resolution and contrast. These attributes enable 
urologists to identify kidney abnormalities effectively. CT imaging of 
the kidneys generates noninvasive cross-sectional views of the organ 
and is employed in diagnosing a range of conditions, such as renal 
stones [24].

CT imaging can detect renal calculi and other abnormalities of the 
urinary system by capturing the full length of the image from the upper 
kidney to the lower bladder. Reliable imaging of factors such as stone 
location and size is essential for proper management of renal calculi. 
Figure 3 shows a stone found in the collecting system of the left kidney 
of a patient [25].
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 Figure 1
Example of gray image

Figure 2
Example of a color image
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The early step in diagnosis is superior resolution imaging of the 
abdomen and pelvis. With these images, the presence of renal calculi 
can be assessed. CT imaging has a 95% success rate in detecting renal 
calculi [26].

Contrast X-rays should not be used to image renal calculi. Renal 
calculi have a high radiation absorption rate due to their multicomponent 
composition, so the images can be easily evaluated. A blockade stone 
in the left image is shown in Figure 3. An unobstructed stone is seen in 
the image on the right [27].

Non-contrast axial X-rays are obtained from the upper part of the 
renal to the pelvic level. These photographs are evaluated along with 
sagittal and coronal corrections. Calcium-containing renal calculi are 
clearly visible on non-contrast X-ray scans, whereas uric acid stones are 
opaque on plain X-rays and can be successfully produced on CT [28].

Radiography pictures can help detect renal calculi and other 
irregularities. They also provide a good overview of the urinary system 
by taking pictures of the anterior region from the top of the kidney to 
the bottom of the bladder. Reliable knowledge of factors such as stone 
location and stone size is essential for the appropriate treatment of renal 
calculi disease. It is a mineral discovered in the collecting system of a 
sick person with a left kidney in Figure 4 [29].

3. Research Methodology
Input data: The system’s input consists of a series of CT scans 

as Figure 4 which can be delineated as 3D colorimetry pictures of 
the patient. A CT scan can be described as a 3D grayscale image of 
a patient. A 3D grayscale image is a use of three natural numbers (the 
place of each picture element) to represent a natural number.

A full CT scan is used as a diagnostic tool, but there are many books 
around. The SVM algorithm categorizes stone objects. These volumes 
are chosen by the subsystems previous to the SVM. When training 
classifiers, it is important to have enough data so that the SVM has enough 
examples to solve classification and regression tasks. The available data 
is limited, with only a small number of examples of renal calculi. Image 
preprocessing step: A collection of methods employed to enhance the 
image quality and extraction of the essential data from digital images 
prior to their evaluation using computer vision or machine learning 
(ML) techniques is included. Several functions, such as processing, 
filtering, and enlarging the image to make it suitable for further analysis, 
are applied. Sparkle noise is removed in the preprocessing step, along 
with removal of unwanted artifacts, abrupt image changes, and image 
distortion to adjust the high-quality image movement to meet specific 
processing requirements and reduce the cost of enhancement, or image 
properties and enhancements that ensure that pixel values are measured 
accurately. Other methods may include color channel transformation, 
averaging, pattern operations, or image segmentation, depending on the 
use case. The use of subsequent image processing methods, computer 
vision, or ML (e.g., detection, classification, or recognition can be 
greatly enhanced.

Otsu thresholding is a binarization near that utilizes the use of 
colorimetry histogram to achieve excellent isolation. The separation 
result depends on whether there is a large interclass variation (Vb) or a 
small interclass variation (Vw).

Step 1: The grayscale histogram of an image with an intensity level is 
defined by Equation 1 as follows:

where the width and height of the image are represented with M 
and N, respectively. The image is represented as I(x, y), where 
each resolution unit (pixel) at position (x, y) has a value of 1 
if the severity at that point meets a specified threshold, and 0 
otherwise.

Step 2: To calculate the CDF from the grayscale histogram, we sum the 
values of each histogram.
The extreme positions are in Equation 2 as follows

Step 3: Let µ be the image’s mean grayscale intensity value. The 
mathematical formulation is in Equation 3 as follows:

μ

Step 4: The user can calculate the mean grayscale intensity values m0 
(T) and m1(T) as follows in Equations 4 and 5:

Step 5: And so, first, the users calculate the between-class variance for 
each possible threshold value. The best threshold value, denoted 
as Topt, is then chosen by the threshold value that yields the 
maximum between-class variance. The users can mathematically 
show in Equation 6 as follows and Figure 5 shows segmented 
image:

(1)

(2)

(3)

(4)

(5)
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 Figure 3
Imaging of renal calculi with non-contrast CT

 Figure 4
(a) CT scan (without contrast) and (b) Axial CT slices
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Here, var(T) represents the between-class variance for a given 
threshold value, T, and argmax T means that the researchers choose the 
value of T that maximizes var(T) in Figure 5.

Image filtering involves modifying the appearance of an image by 
adjusting the colors of its pixels. This process can enhance contrast or 
introduce various special effects. A Gaussian noise removing filter is 
employed in this research. The Gaussian smoothing operator calculates 
a weighted average of neighboring pixels according to the Gaussian 
distribution. It is primarily used to reduce Gaussian noise and serves as 
a realistic model for simulating the effects of a defocused lens. Sigma 
defines the amount of blurring. The radius slider is used to control how 
large the template is shown in Figure 6.

2D convolution: To smooth the images, the 2D convolution 
operator Gaussian filter is applied, and then it removes noise in Figure 7.

The approximation of the continuous Gaussian function designs 
2D Gaussian masks. According to the theory, the Gaussian distribution 
stretches endlessly across all levels, necessitating an enlarged 
convolution kernel. But in practical applications, the values diminish to 
a negligible amount beyond roughly three standard deviations from the 
mean, which permits us to truncate the kernel at that point. An example 
of an integer-valued convolution kernel is under that closely resembles 
a Gaussian distribution with a standard deviation of 1.0, as illustrated 
in Equation 7.

πσ
σ

Feature extraction is an important process in image processing and 
computer vision that focuses on identifying and capturing important 
structures in an image. This step converts raw image data into digital 
features that preserve the most important information. Allows for 
further analysis and simplification.

DWT feature extraction: Any arbitrary function represented as a 
superposition of wavelets is referred to as a wavelet transform. The 
activities of dilation and translation are used on a mother wavelet to 
produce these wavelets. This mathematical technique is useful for 
decomposing a function into its time and frequency components. For 
nonstationary signals, it outperforms the classical Fourier transform 
on the condition of localization, which should be in both the time and 
frequency domains [30]. The DWT captures both spatial characteristics 
and frequency information. The DWT breaks down the illustration into 
a general estimation through low-pass filtering and detailed features 
through high-pass filtering. This type of decomposition is carried out 
recursively on low-pass estimation constants produced at each level, 
until the need number of iterations is achieved. This system utilizes 13 
texture measures derived from the co-occurrence matrix. These selected 
features encompass three categories: contrast, order, and descriptive 
statistics. The mathematical expressions related to these texture features 
can be found in Equations 8 to 20 [31].

σ

μ

σ

μ σ μ

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)

(16)

(17)

(18)
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 Figure 5
Example of a segmented image

 Figure 6
Gaussian filter

 Figure 7
2D convolution operator
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SVM: The working principle of radial basis function (RBF) SVM 
is to convert input data into higher-dimensional features. The space 
intersected by the hyperplane that separates class A Kernel functions, 
especially RBFs, is used to calculate the similarity between data. A pair 
of points in this feature space [32].

In RBF SVM, the RBF kernel function is frequently applied.

The x and x′ represent single data points in this circumstance.
γ is a hyperparameter that determines the kernel width, and the 

∥⋅∥ symbol represents the Euclidean distance between the data points.
In this kernel function, the similarity of data point pairs is evaluated 
based on the following criteria. Figure 8 describes the proposed system 
design, and Figure 9 shows the training accuracy percentage with cubic 
SVM.

The distance within the feature region [33]. Radial basis functions 
(RBF): In this case, x and x′ are the input data point, gamma γ is a 
hyperparameter that controls the kernel width, and ∥⋅∥ represents the 
Euclidean distance between the points. The kernel function evaluates 
the similarity between pairs of data points based on the distance 
between them.

The feature region RBF is used in ML algorithms such as SVMs. 
When dealing with nonlinear data sets, it can be difficult for users to 
determine the most appropriate configuration [34].

The Gaussian distribution, which is similar to the RBF kernel, is 
one of the popular prevalent kernel functions. The RBF kernel function 
calculates the similarity or proximity of two values, X1 and X2, to each 
other. The confusion matrices and ROC curves of training accuracy 
are shown in Figures 10 and 11. This kernel can be mathematically 
represented as follows:

σ

where 1. σ is the variance, and our hyperparameter. 2. ||X1 − X2|| is the 
Euclidean (L2 -norm) distance between two points X1 and X2.

The users run the Run.m file, and the Main GUI shown in Figure 12 
shows the query image, resized image, histogram image, threshold 
image, and feature outputs. Figure 13 shows the original image’s 
histogram, and Figure 14 shows after histogram equalization. Figure 15 
shows the denoised image of the original image, and Figure 16 shows 
the message box for the testing result. Figure 17 and Table 1 also show 
five-time accuracies over Test Image T1. It does not change the result. 
Table 2 shows that the writer uses the training algorithms such as KKN, 
Cubic SVM, complex tree, simple tree, logistic regression, Gaussian 

(19)

(20)

(21)

(22)
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 Figure 8
Proposed system design

 Figure 9
Training accuracy
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SVM, and ensemble, and Figure 18 also provides accuracy percentages 
for the training algorithm on the Python Simulator.

3.1. Research design
The system design for kidney stone detection and classification 

using SVMs involves many theories steps, ranging from data collection 
and preprocessing to model training and evaluation. An integrated 
design is shown in Figure 8.
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 Figure 12
Main GUI

 Figure 13
Original image’s histogram

 Figure 14
After histogram equalization image’s histogram

 Figure 11
ROC curve

 Figure 10
Confusion matrix



3.2. Requirements
The system necessities are as follows:

▪ Technical (software) necessary
Execution
▪ MS Excel was used to compare accuracy and sensitivity
▪ Technical requirements (hardware)
Customs’ duties
Microsoft Windows 10
Minimum requirements: Any Intel or AMD ×86-64 processor.
Recommended: Intel or AMD ×86-64 processor with four cores 

and AVX2 language setting support
Minimum: 4 GB of HDD space for MATLAB, 5 – 8 GB for a 

standard installation.
Recommended: SSD is recommended.
Microsoft Windows 10
The required configuration for MATLAB is sufficient to run and 

edit MS Office.
▪ Higher Intel 8th generation CPU, Small Nvidia 1650 GPU is a 

necessity for using Classification Learner, cubic SVM algorithm trains 
89.3% accuracy. 
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 Figure 15
Denoised image using a median filter

 Figure 16
Testing result

 Figure 17
Five-time testing accuracy
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This automatically estimates an optimal threshold value for 
the image using Otsu’s method. Otsu’s method is a statistical near to 
ascertain the threshold that minimizes the intra-class variance, which 
helps in segmenting the image into viewfinder and background in Axis 4.

3.3. SVM testing accuracy 
The table shows the 13 feature parameters’ values, and Figure 17 

shows the five-time testing accuracy values chart on T1 Image. Table 1. 
T1 (Benign Kidney) Image Testing Results and Chart.

4. Conclusion
Urolithiasis is a common syndrome affecting about one in 10 

humans. Both habitual and general syndromes indicate the degree of 
consequence of the syndrome, which is the truth. As with any disease, 
accurate renal calculi examination is essential. A CT scan is a popular 
imaging method used to examine renal calculi. Especially in identifying 
renal calculi, interpreting their composition, their space in the renal 
tubules, size, and number of stones provides important information for 
the treatment and cure of the disease. A CT scan of the kidney provides 
accurate access to this information because CT has high sensitivity. 
From this information about renal calculi, the doctor will determine the 
appropriate care technique. Information regarding the severity of the 

condition can be gathered both during and following treatment. Despite 
the high accuracy of CT scans in identifying renal calculi, radiologists still 
need to manually examine numerous images to evaluate the condition.

This method can be tedious and time-consuming, as radiologists 
typically rely on visual assessments of the CT images. Due to manual 
analysis, human error is possible. In this research, ultrasound pictures 
cannot be classified.

Further research will explore the development of ML algorithms 
specifically designed for the classification and analysis of ultrasound 
images related to urolithiasis. By leveraging large datasets and advanced 
imaging techniques, these systems aim to enhance diagnostic accuracy 
and streamline the workflow for radiologists. Additionally, integrating 
automated ultrasound image classification into clinical practice could 
facilitate earlier detection and more personalized treatment plans for 
patients suffering from renal calculi.
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