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Abstract: In recent years, the market for online flea markets, which are consumer-to-consumer (C2C) services where goods are bought and
sold among users, has been expanding. In such services, sellers (individuals that offer goods or services for sale) create product details,
including price, condition, shipping method, and images, when listing their items for sale. We consider the product image to be the first
thing users see when selecting a product as a thumbnail, significantly impacting their purchase decisions. In this study, we proposed a
discriminant model of purchase decisions for online flea market data to clarify the factors influencing these decisions based on product
details. Specifically, we used metadata such as price and delivery method, along with image labels for product thumbnails, as features.
We created and compared models with three patterns: metadata only, image labels only, and a combination of metadata and image
labels. We created four types of models in this study: logistic regression, decision tree, gradient boosting, and random forest. We
selected the models based on their accuracy evaluations. Our analysis revealed that the model using both metadata and image labels as
features, combined with the gradient boosting method, had the highest accuracy. The partial dependence plots of the selected models
highlighted the features important for users’ purchase decisions.
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1. Introduction

In recent years, the market size of online flea markets, which are
consumer-to-consumer (C2C) services for buying and selling goods
among users, has been expanding. According to a survey on
e-commerce conducted by the Daiwa Institute of Research [1], the
market size increased from JYP 1.147 trillion to 1.243 trillion from
2020 to 2021, representing an increase of about 22.5% from the
previous year.

Generally, in an online flea market, sellers register photos,
descriptions, and prices of their items for sale. The buyer then selects
a product they like and makes payment through the platform. Next,
the seller ships the item to the buyer and shares the tracking number
and other information. Finally, the buyer receives the item and the
transaction is complete. In some cases, transactions in online flea
markets are anonymous, making them secure in terms of personal
information. They also have the advantage of not requiring a
storefront and of making it easier to find unique products.

In this study,we focus on online fleamarkets, which are in growing
demand. We create a discrimination model for online flea market data
and identify the factors that affect users’ purchase decisions by
interpreting the model’s feature values. Specifically, we use metadata
such as price, delivery methods, and image labels for thumbnail
images of products as features. We create and compare models using

three patterns: metadata only, image labels only, and metadata and
image labels. Additionally, we created four types of models: logistic
regression, decision tree, gradient boosting, and random forest, and
selected one based on an accuracy evaluation.

Through this study, we aim to analyze critical features, including
thumbnail images, in online flea markets to uncover what sellers
should consider when listing their products to facilitate quicker and
easier sales. The key contributions of this study are as follows:

1) Identification of Features Influencing Purchases:

We identify features that significantly impact purchasing
decisions in online flea markets. By incorporating these features
into their listings, sellers can enhance the likelihood of faster and
more efficient sales. This enables sellers to generate income more
quickly and secure funds for subsequent listings immediately.
Additionally, quicker sales reduce the burden of managing unsold
items, allowing sellers to operate more efficiently and begin new
sales cycles sooner.

2) Insights into Thumbnail Image Features:

Beyond metadata analysis, this study focuses on the attributes
contained within thumbnail images, which are the first point of
contact for consumers when selecting products, to identify factors
that enhance the likelihood of purchase. By designing thumbnails
with these findings in mind, sellers can provide consumers with
more attractive and relevant visual cues. This improves the
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decision-making process for consumers, enhancing their overall
satisfaction with the purchasing experience.

3) Activation of Online Flea Markets:

By addressing the needs of both sellers and consumers, as outlined
above, this study is expected to stimulate the activity of online fleamarkets.
This, in turn, contributes to the promotion of sustainable economic
activities by creating a more dynamic and efficient marketplace.

4) Advancing Image Feature Analysis Specialized for Online Flea
Markets:

In this study, we analyze image features by categorizing them
into multiple elements unique to online flea markets. Specific
examples include edited images with overlaid text on clothing,
clothing displayed on hangers, and items folded and placed on the
floor. Methods such as deep learning-based optical character
recognition (OCR) could be employed to extract these complex
features. However, capturing all unique elements would require a
large, labeled dataset and significant computational resources. To
address this, we utilize a manually labeled dataset to analyze and
identify factors deemed critical for influencing purchase decisions.
The factors identified in this study are expected to serve as
foundational knowledge for future research involving large-scale
datasets aimed at image feature extraction. These insights will
provide a basis for developing advanced analytical techniques
tailored to the characteristics of online flea markets.

In Section 2, we review existing research on online flea markets
and machine learning and image analysis. We summarize the
characteristics of online flea markets, recent work on predictive
analysis using machine learning methods and thumbnail
images, and we position how the research brings new insights. In
Section 3 we describe the details of the datasets and labeling items
used. In Section 4, we train our four models: logistic regression,
decision tree, gradient boosting, and random forest, and describe
our comparative results. In Section 5, we identify the factors that
contribute to purchasing using the model with the highest accuracy.
Finally, in Section 6, we summarize our results and discuss the
significance of this study and future research directions.

2. Literature Review

With the expansion of online fleamarkets, research focusing on the
characteristics of these platforms has been active. Hellianto et al. [2]
conducted a survey of users of Tokopedia and Bukalapak, which are
C2C e-commerce websites, investigating what would create a better
user experience. The results showed that it is important for online
flea market websites to be simple and easy to use. İbrahim et al. [3]
researched users’ motivations for purchasing used goods online and
found that word-of-mouth about products on the Internet is important
for fostering sustainable consumption awareness and promoting the
purchase of used products. Moriuchi et al. [4] focused on C2C
e-commerce and conducted an analysis using questionnaires on
satisfaction and trust in transactions, in addition to emotional and
functional values when purchasing products. The results revealed that
communication between sellers and buyers is important in C2C.

Additionally, Okamoto et al. [5] explored the perspectives users
consider important when using online flea markets, while Jenniina
et al. [6] investigated how users judge the value of goods on these
platforms. Their findings indicate that users tend to prioritize the
management system of personal information, followed by the
commission fee. Factors such as product price and the elapsed
time since the product was sold also influence users’ perceptions

of product value, with the impact of elapsed time varying
depending on the product brand. These studies suggest that there
are specific user characteristics unique to online flea market
platforms where used goods are bought and sold.

One of the characteristics of online flea markets is that sellers
(individuals that offer goods or services for sale) set product
information such as price, condition, shipping method, and
product images when listing their products. Among these, product
images have been shown to significantly impact purchase
decisions [7]. Zhong et al. [8] created a product recommendation
model using image information in e-commerce, demonstrating that
a model combining product review text scores with product image
information provides better product recommendations to users.
Previous research [7, 8] has shown the usefulness of image
information in making purchase predictions. However, these
studies often use features obtained from trained convolutional
neural network models for image information, considering
multiple features simultaneously. This approach does not account
for important viewpoints in planning marketing measures.

In this study, we create features that we expect users to consider
when making purchase decisions for product images and attempt to
create a model that enables users to evaluate these features
independently. Predictive analysis has been conducted in various
fields using machine learning techniques. Valavan et al. [9] used
decision tree, random forest, logistic regression, and gradient boosting
to predict credit card defaulters. The results showed that the model
using gradient boosting was the best in several evaluation indices. Wu
et al. [10] proposed the best combination of feature extractors and
classifiers for purchase prediction by combining multiple machine
learning methods using customer purchase history data. The results
showed that the combination of gradient boosting and ANN can
output more accurate prediction results. Furthermore, Ghosh et al.
[11] used a random forest model to clarify what is important as a
purchasing factor based on customer purchase data and advertising
log data. As a result, they found that the number of clicks and the
order of advertisements were the most important factors, and services
used in the past were not so important. The results show that machine
learning has been used to make various predictions about consumer
behavior, and that methods such as random forests and gradient
boosting in particular are frequently utilized.

Researchers study machine learning methods on a daily basis,
as shown in previous studies [9–11], and the effectiveness of these
methods depends on the dataset used. Therefore, it is necessary to try
multiple methods, evaluate their accuracy, and select the most fitting
model for consideration. For example, Zhong et al. [12] compare four
methods, extreme gradient boosting, random forest, artificial neural
network, and logistic regression, for the purpose of predicting
outcomes in critically ill patients after open-heart surgery. In this
study, the easy interpretability of the results is essential due to the
characteristics of this research on the understanding of consumer
behavior in the marketing domain. Therefore, based on previous
research, we compare four models: random forest, gradient
boosting, logistic regression, and decision tree, which can be
interpreted in a rule-based interpretation.

Online flea markets typically use images captured by sellers, or
quoted from official product websites. In the case of an image taken
by a seller, we can read various elements from a single image, such as
the presence or absence of a product logo, the presence or absence of
packaging, whether the image is hung on a wall or placed on the
floor, and whether text has been added to the image through editing.

In this study, we focused on the thumbnail images, which are
the first point of contact for consumers when selecting products.
We consider thumbnail images to have a significant impact on
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users’ purchase decisions because they are the first images that users
see on a product page.

Sato et al. [13] conducted aYouTube study using thumbnail images.
They first categorized video thumbnail images according to the genre.
Then, they prepared samples of thumbnail images with multiple
patterns, including the size of the text and whether to include people,
and revealed what viewers considered important when watching a
video. The results indicate that the saturation of the thumbnail images
affected the selection of videos to be viewed. Zhang et al. [14]
conducted a similar study using YouTube thumbnail images, focusing
on the interests of different countries. The results revealed differences
in video categories of interest between Asians and other countries. In
addition, there are many other studies focusing on thumbnail images,
such as Miyamoto’s [15] research that attempted to classify thumbnail
images based on the number of accesses using machine learning and
found that there is a certain trend between thumbnail images and the
number of accesses. Kozu et al. [16] experimentally evaluated the
difference in sensitivity to thumbnail images in online video sharing
services for tourism. These studies show that thumbnail images are the
first thing that users see when they select things and are an important
factor in comparison and examination.

3. Dataset

In this study, we use the “Mercari Dataset” provided by the
Informatics Research Data Repository of the National Institute of
Informatics, which is related to the online flea market application
Mercari [17]. The dataset contains 17 product metadata items such
as listing status and price, product comment data, and product
image data. Metadata and imaging data were used.

3.1. Extraction of target products

Online flea markets offer several product categories. In particular,
clothing is often photographed with mannequins or folded on the floor,
and photos taken by sellers tend to show differences among multiple
product categories. In this study, we analyze online flea markets by
considering these unique features. Methods such as deep learning-
based optical character recognition (OCR) could be employed to
extract these complex features. However, there are several factors to
consider when dealing with thumbnail images used in online flea

markets. For instance, these images are freely taken by consumers,
resulting in data that often contains noise due to inconsistencies in
format. Additionally, there are numerous potential factors that may
influence outcomes, making it challenging to identify all relevant
features comprehensively. Additionally, the predicted labels tend to
include more errors compared to labels classified manually. For these
reasons, this study utilizes manually labeled data.

As an initial step to address this challenge, this study involves
creating a manually labeled dataset for images and developing a
model aimed at identifying critical features that influence purchase
decisions. By utilizing the critical features identified in this study,
the next step of extracting features using OCR can be conducted
more efficiently and with prioritized focus, enabling a more
effective exploration of relevant features.

In this study, we used the fashion category as the data category
and selected the tops of men and women, which have the largest
number of transactions. Among the items on display, we targeted
the two brands with the highest number of transactions: fast
fashion and its sister brand. In addition, we selected items priced
between JPY 300 and JPY 10,000, considering outliers.

In addition, among the target commodity transactions, we
reduce the data by random sampling from a data- processing
perspective. In this study, we extracted 3,000 records, 1,500 of
which were in the sold state and 1,500 in the on-sale state, to
classify transactions based on binary values according to whether
they were purchased.

3.2. Creating datasets

In this study, we used the metadata and image labels
accompanying all 3,000 records as product features. Specifically,
we used the following metadata: listing status, price, number of
likes, shipping method, shipping origin region, number of days
until shipping, and product condition. For the listing status, which
we used as the objective variable, we set 1 for sold and 0 for
currently listed; for the other metadata, we performed one-hot
encoding on all features except price and number of likes.

Table 1 presents an overview of the tagged image labels. Three
university students with experience in using Mercari, including the
author, visually checked the thumbnail images of the products and
labeled them as extractable from the 15 fashion category

Table 1
Types of image labels, their labeling methods, and the number of label occurrences

Image label Criteria Number of labels

Text Object on Image Size The image includes the clothing size 254
Brand Name The image includes the brand name 142
Delivering Method The image includes about delivering method 5
Discount The image includes about discount 21
Brand’s Logo The image includes the brand’s logo 11

Situations when
Taking Pictures

Floor stand Clothing is photographed on the floor 1,519
Hanger
Hanging

Clothing is photographed on a hanger 981

Mannequin (Person) Wearing Clothing is photographed on a mannequin or person 42
Folded Clothing is photographed in a folded 139
Packaged Clothing is photographed in a packaged 174
Price Tag Clothing is photographed with a price tag 283

Type of image Official Website Image Images from websites are used as thumbnail images 400
Others Multiple Multiple products are shown in the image 266

Characters Clothing that is a character collaboration product 309
Exclusive Clothing that is written as being for specific users 47
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thumbnail images listed in Table 1. In cases where it was difficult to
determine whether the character was well-known, we consulted the
respondents before labeling.

Table 1 shows that more than half (1,519) of the 3,000 images
were captured under floor-standing conditions. We considered the
possibility that images captured by sellers on the floor tend to be
frequently used as thumbnail images for the tops. However, only
a few images labeled with the delivery method and brand logos
were used. We believe that these can be included as metadata
when setting the product information; therefore, few of them were
included as elements in the thumbnail images.

4. Creation of a Classification Model to Identify
Product Purchasing Factors

In this study, we identified user purchasing factors by creating
four discriminant models: logistic regression, decision tree, gradient
boosting, and random forest, all of which aim to predict whether a
product is purchased. We created three types of features for the
model: metadata only, image labels only, and two components:
metadata and image labels. In addition, we revealed the degree to
which the accuracy of the same method varies depending on the
feature values used in the three patterns, and the feature values
that contribute to models with high accuracy. By interpreting
these features, we identified the factors that contribute to the
purchase of products in online flea markets. In addition, because
we use a binary classification model, the objective variables are
sold (=1) and displayed (=0).

We used liblinear [18], which is recommended for small
amounts of data, as the optimization algorithm for the logistic
regression model. In the decision tree, gradient boosting, and
random forest models, we selected the maximum tree depth with
the smallest difference in correct responses between the training
and test data, between 3 and 10, in terms of the amount of training.

In addition, to evaluate each model, we conducted a fivefold
cross validation. In the fivefold cross validation, the data are
divided into five parts, one of which was the test data, and the
rest was the training data. This is repeated five times, and the
generalization performance of the model was evaluated by
calculating the evaluation values. We used the accuracy,
precision, recall, and F-score as evaluation indices, which were
calculated as the ratio of the predicted result to the actual result
being positive or negative. Additionally, we used the area under
the curve (AUC), which is based on the receiver operating
characteristic (ROC) curve, as an evaluation index and evaluated
the performance of each model based on these indices.

4.1. Logistic regression model

The logistic regression model [19] is a type of statistical
regression model that predicts the occurrence or nonoccurrence of
an objective variable using multiple factors that serve as
explanatory variables. Specifically, the likelihood of an event
occurring is expressed as a probability using a logit
transformation and is classified according to threshold values.
Equation (1) indicates the probability of an event occurring
as P(y= 1).

P y ¼ 1ð Þ ¼ 1

1þ e� w0þw1x1þw2x2þ...þwpxpð Þ (1)

The variables are y for the objective variable, x for the explana-
tory variable, and w for the parameter. We make optimal predictions

by setting the parameter values that minimize the loss function where
e is the Euler number, which represents the base of the natural log-
arithm. Table 2 shows the accuracy, recall, F-score, and AUC when
the logistic regression model showed the highest percentage of accu-
racy responses after fivefold cross validation. Values in parentheses
are the standard deviations of five measurements.

Table 2 shows that the model using both metadata and image
labels as features had the highest evaluation values for all the
evaluation indices. The AUC values for all feature patterns
exceeded 70%, while the values for metadata alone and image
labels alone were only approximately 70%, with a slight
difference. However, the model using image labels in addition to
metadata had an evaluation value of nearly. Thus, we suggest that
the use of both metadata and image labels is appropriate for
logistic regression models.

4.2. Decision tree model

The decision tree model [20] is amodel that learns a hierarchical
tree structure composed of conditional expressions with explanatory
variables. Table 3 shows the accuracy, recall, F-score, and AUC
when the decision tree model showed the highest percentage of
accuracy responses after fivefold cross validation. Values in
parentheses are the standard deviations of five measurements.

Table 3 shows that the highest evaluation values for the accuracy,
recall, F-score, and AUC are obtained from the model using image
labels in addition to metadata. On the other hand, precision is the
highest value for the model that uses only image labels as features.
In this study, precision indicates the proportion of items predicted
by the model as sold that are actually sold. For the decision tree
model, it fit that using only image labels as features is suitable for
this evaluation index. However, for the other four index, the model
that uses both metadata and image labels has higher evaluation
values. Therefore, we considered appropriate to use both metadata
and image labels as features in the decision tree model.

4.3. Gradient boosting model

The gradient boosting model is an ensemble method that trains
multiple weak learners to obtain a more accurate learner, called

Table 2
Fivefold cross validation score of the logistic regression model

Feature value Accuracy Precision Recall F-score AUC

Meta 0.652
(0.016)

0.645
(0.026)

0.673
(0.064)

0.659
(0.019)

0.700
(0.024)

Image Labels 0.653
(0.021)

0.668
(0.044)

0.610
(0.118)

0.638
(0.083)

0.701
(0.038)

Meta +
Image Labels

0.678
(0.025)

0.680
(0.030)

0.673
(0.064)

0.677
(0.031)

0.747
(0.028)

Table 3
Fivefold cross validation score of the decision tree model

Feature value Accuracy Precision Recall F-score AUC

Meta 0.662
(0.011)

0.663
(0.014)

0.657
(0.057)

0.660
(0.025)

0.704
(0.016)

Image Labels 0.657
(0.016)

0.702
(0.031)

0.550
(0.083)

0.614
(0.057)

0.709
(0.033)

Meta +
Image Labels

0.675
(0.012)

0.662
(0.017)

0.717
(0.052)

0.688
(0.020)

0.713
(0.011)
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boosting [21]. Boosting obtains a single learner by combiningmultiple
weak learners who are trained by correcting errors from previous weak
learners. Table 4 shows the accuracy, recall, F-score, and AUC when
the gradient boosting model showed the highest percentage of
accuracy responses after fivefold cross validation. Values in
parentheses are the standard deviations of five measurements.

Table 4 shows that, as with the logistic regression model, the
model using image labels in addition to the metadata had the
highest evaluation values for all the evaluation values of accuracy,
precision, recall, F-score, and AUC. Based on the above, we
suggest that using both metadata and image labels as features in a
gradient boosting model is appropriate. The evaluation index for
all features except recall was above 70%, and the AUC was 78%,
which is the highest evaluation value among the above two models.

4.4. Random forest model

The random forest is an ensemble method that uses bagging [22].
Bagging uses a bootstrap sample to train a weak learner and performs
classification by taking majority votes. Table 5 shows the accuracy,
recall, F-score, and AUC when the random forest model showed
the highest percentage of accuracy responses after fivefold cross
validation. Values in parentheses are the standard deviations of five
measurements.

Table 5 shows that, similar to the decision tree, the model using
bothmetadata and image labels as features have the highest accuracy,
recall, F-score, and AUC values. However, the precision is highest
for the model using only image labels. Therefore, we considered it
appropriate to use both metadata and image labels as features in
the random forest model, similar to other models.

4.5. Comparison of model evaluations

We used four methods to create classification models for
identifying user purchase factors: logistic regression, decision tree,
gradient boosting, and random forest. As a result, for most
evaluation indices, models using both metadata and image labels
exhibited higher values across multiple evaluation indices. Thus, we

considered that adding image labels to metadata allows the creation
of more accurate classification models for predicting product
purchases in online flea markets. In addition, when comparing the
accuracy of using only metadata and image labels as features, the
model using only metadata showed higher evaluation values across
multiple evaluation indices. This is likely because the metadata
includes not only a larger number of features but also features
directly related to purchase factors, such as price.

Furthermore, when comparing the four models using both
metadata and image labels, the random forest model showed the
highest evaluation value for recall and F-score, whereas the model
using gradient boosting had the highest values for accuracy,
precision, and AUC among other evaluation indices. Therefore,
the results indicate that the random forest and gradient boost
models exhibit relatively high accuracy. In this study, we adopt a
gradient boosting model created using metadata and image labels
as features to investigate the factors influencing product purchases.

5. Results and Discussion on Selected Model
Features

Based on the evaluation values of each model, we adopted a
gradient boosting model created using metadata and image labels
as features to elucidate the factors influencing product purchases.
Feature importance, which indicates which features are related to
the target variable in the classification, was calculated. Figure 1
shows the feature importance obtained from the gradient boosting
model using metadata and image labels as features. Table 6 lists
the values of the top 10 features in terms of feature importance
obtained by the same model.

From Figure 1 and Table 6, it is evident that features such as the
shipping method, price, product condition, and number of likes,
which are metadata, are highly important in terms of variable
importance. However, the importance of other metadata features,
apart from the shipping method, price, and number of likes, is
low, while the values for features related to image labels are higher.

Furthermore, we created partial dependence plots for all features
to determine whether each feature influenced the classification of the
listed or sold items. Partial dependence plots visually depict how
specific explanatory variables affect the class classification. In this
study, values closer to 1 indicate a contribution to the items sold,
whereas values closer to 0 indicate a contribution to the items
listed. Figures 2 and 3 show the results of the partial dependence
plots for the quantitative variables price and number of likes.

Focusing on the partial dependence plot for price in Figure 2, it
is evident that items with extremely low prices tend to be listed rather
than sold. As price increases, the probability of an item being sold
also increases. In particular, the probability of a commodity being
sold exceeds 50% when the price exceeds JPY 1,000, indicating
that the commodity tends to sell better. From around JYP 1,500,
the probability of being sold increases gradually, peaking beyond
JPY 2,000, where the probability is the highest. However, there is
a declining trend starting around JYP 2,200, suggesting that prices
beyond this point may reduce the likelihood of sales. Based on
these observations, when listing tops from fast fashion brands in
online marketplaces, setting prices between JYP 1,000 and 2,200,
depending on the regular price and item condition, tends to
increase the probability of purchase. We consider that items listed
within this price range closely match the retail prices of the
targeted brand’s tops, suggesting a higher likelihood that items
listed at these prices are new. Focusing on the partial dependence
plot for the number of likes in Figure 3, it is observed that up to
three likes, there is an increasing trend toward items being sold,

Table 4
5-fold cross validation score of the gradient boosting model

Feature value Accuracy Precision Recall F-score AUC

Meta 0.693
(0.029)

0.695
(0.036)

0.690
(0.065)

0.692
(0.033)

0.739
(0.018)

Image Labels 0.667
(0.018)

0.703
(0.027)

0.567
(0.082)

0.628
(0.055)

0.715
(0.033)

Meta +
Image Labels

0.718
(0.030)

0.737
(0.039)

0.680
(0.062)

0.707
(0.034)

0.783
(0.020)

Table 5
5- fold cross validation score of the random forest model

Feature value Accuracy Precision Recall F-score AUC

Meta 0.672
(0.023)

0.652
(0.033)

0.747
(0.092)

0.693
(0.023)

0.716
(0.022)

Image Labels 0.650
(0.022)

0.672
(0.038)

0.600
(0.121)

0.619
(0.087))

0.678
(0.024)

Meta +
Image Labels

0.680
(0.015)

0.660
(0.024)

0.770
(0.112)

0.715
(0.035)

0.757
(0.024)
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indicating a higher probability of items with some likes being sold.
However, for items with four or more likes, the probability of being
sold decreases as the number of likes increases, suggesting a trend
towards lower sales. Furthermore, at around ten likes, the
probability of being sold stagnates at approximately 25%. This
indicates that while these items are considered for purchase by
users, they may not actually lead to a purchase, potentially
because they are listed for a long period and accumulate likes
over time. Therefore, products with a certain number of likes are
likely to have been listed for an extended period and may have a
lower likelihood of being purchased. The results of the
partial dependence plots for other features, categorized into five
levels of strongly positive, positive, neutral, negative, and strongly
negativhyjtkre6tue impacts on the items sold, are summarized in
Table 7.

Table 6
Top 10 features by feature importance

from the gradient boosting model

Feature value
Feature

importance

Meta Shipping Method: TBA 0.1814
Price 0.1495
Product Condition:
Brand New, Unused

0.1195

Shipping Method:
Yu Mercari Mail

0.1040

Number of Likes 0.0736
Image
Label

Official Website Image 0.0621
Packaged 0.0551
Folded 0.0480
Exclusive 0.0382
Size 0.0142

Figure 2
Partial dependence plot of price by the gradient boosting model

Figure 3
Partial dependence plot of likes by the gradient boosting model

Figure 1
Feature importance by gradient boosting model
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Table 7 shows that the partial dependence plot results for the
shipping method, which had the highest variable importance,
indicated a significant impact on the items listed rather than those
sold. Therefore, products with undefined shipping methods are less
likely to be purchased. Because shipping costs vary depending on
the method used when shipping is buyer-paid, we suggest that users
consider this factor as crucial when selecting products for purchase.

Next, focusing on the results of the partial dependence plot for
product condition, it is evident that items labeled as “Brand New,
Unused,” which showed relatively high feature importance,
significantly influence products being sold. On the other hand,
product conditions labeled as “Slightly Scratched or Dirty” and
“Scratched or Dirty” negatively impact the likelihood of products
being sold. This suggests that in a marketplace in which second-hand
products are traded, items in near-new conditions are more likely to
be purchased.

The results of the partial dependence plot for image labels also
show both positive and negative effects on the products sold. First,

feature values that significantly influenced items being sold included
“Packaged,” “Official Website Image,” and “Exclusive.” For items
with a thumbnail image of the packaging, we suggest that the
packaging methods of the brands included in this study have an
impact. For both brands, many products are packaged in zippered
pouches or other packaging materials that serve as price tags. For
such products, packaging visually conveys new conditions, leading to
a higher likelihood of sales. Additionally, for products using official
website images as thumbnails, we consider the listing format of the
targeted online flea market to be influential. Users can only view
thumbnail images in a square format and their prices in a list format.
We assume that official website images that capture a product’s
features more accurately and appear more esthetically pleasing might
appeal more to users at a glance. We suggest that the labeling of
items as “Exclusive” has an effect on the number of items sold since
the buyer is already determined at the time of the sale.

We also consider that the labeling of wearing a mannequin
(person), which has a significant negative effect, has a negative

Table 7
The results of partial dependence plots for each feature

Feature value Impact

Meta Shipping Method Yu Mercari Mail Positive
Raku Mercari Mail Neutral
Other than Mercari Mail Negative
TBA Strongly Negative

Shipping Origin Region Hokkaido Positive
Tohoku Positive
Kanto Neutral
Chubu Neutral
Kinki Neutral
Chugoku Neutral
Shikoku Neutral
Kyusyu Positive
Okinawa Neutral
TBA Neutral

Number of Days until Shipping 1∼2 days Neutral
2∼3 days Neutral
4∼7 days Neutral

Product Condition Brand New, Unused Strongly Positive
Like New, Unused Positive
No Noticeable Scratches or Dirt Negative
Slightly Scratched or Dirty Negative
Scratched or Dirty Negative
Overall Poor Condition Neutral

Image Label Text Object on Image Size Neutral
Brand Name Neutral
Delivering Method Negative
Discount Negative
Brand’s Logo Negative

Situations when Taking Pictures Floor Stand Neutral
Hanger Hanging Neutral
Mannequin (Person) Wearing Strongly Negative
Folded Positive
Packaged Strongly Positive
Price Tag Neutral

Type of Image Official Website Image Strongly positive
Others Multiple Positive

Characters Neutral
Exclusive Strongly positive
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effect because the amount of data with this label is small, and the
products are not new or unused when worn by a person.

6. Conclusion

In this study, we revealed the purchasing factors in an online
flea market by conducting a binary classification of sold and
unsold items.

Specifically, we used features such as metadata (price, shipping
method, etc.) and manually labeled images from product thumbnails.
Previous research [7, 8] used image features using convolutional
neural network models in which image features are considered in
bulk. On the other hand, in this study, we analyzed image features
by dividing them into multiple components from the perspective
of online flea markets. We consider that this leads to a more
detailed understanding of image features in online flea market
purchases. Specifically, models were created using three patterns:
metadata only, image labels only, and metadata and image labels
alone. We created 12 models using four methods: logistic
regression, decision tree, gradient boosting, and random forest.
Consequently, the gradient boosting model using both metadata
and image labels as features achieved high evaluation values.

Furthermore, we revealed the potential factors in the purchase of
products in online flea markets by creating feature importance and
partially dependent plots using a gradient boosting model with both
metadata and image labels, which obtained high evaluation values.
Factors significantly affecting product sales included prices in the
range of JYP 1,000–2,200 and products in new and unused
conditions. Regarding image labels, we found that products using
the official homepage or an image of the product being packaged as
a thumbnail tended to be sold more often. Few previous studies
have focused on thumbnails to elucidate consumer decision making,
and through this study, we revealed that the characteristics of
thumbnail images contribute to consumers’ purchasing behavior.

In the future, we suggest that more detailed results can be
obtained by creating a model that considers not only thumbnail
images but also other product images and by expanding the data. In
addition, since the target of this study was fast fashion brands, we
believe that official website images and packaging affected the
image labels sold. Therefore, we believe that different features
affect the sales results using other categories. Furthermore, manual
labeling was used to extract image features in this study, but we
will attempt to extract information from images and text using
neural networks in the future, which have been widely used in
recent years [23].
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