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Abstract: Model-based reinforcement learning can effectively improve the sample efficiency of reinforcement learning, but the environment
model in this method has errors. The model errors can mislead the policy optimization, leading to suboptimal policy. To improve the
generalization ability of the environment model, existing methods often use ensemble models or Bayesian models to build the
environment model. However, these methods are computationally intensive and complex to update. Since the generated model can
describe the stochastic nature of the environment, this paper proposes a model-based reinforcement learning method based on a
conditional variational auto-encoder (CVAE). In this paper, we use a CVAE to learn task-related representations and apply the
generative model to predict environmental changes. Considering the problem of multi-step error accumulation, model adaptation is
utilized to minimize the difference between simulated and real data distributions. Furthermore, the experiments verified that the proposed

method can learn task-relevant representations and accelerate policy learning.
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1. Introduction

Reinforcement learning enables learing by interacting with the
environment and mainly solves the problem of sequential decision-
making. Deep reinforcement learning, which is said to be the key
to general artificial intelligence, has been widely used in robot
control, strategic gaming, autonomous driving, and other fields
[1-3]. However, reinforcement learning training requires many
samples and sample collection is expensive in practical
applications. Therefore, improving the sample efficiency is a key
issue in reinforcement leaming research [4]. Model-based
reinforcement learning provides additional information for training
by modeling the environment, which can effectively improve the
sample efficiency. However, the environment model differs from
the real environment in model-based reinforcement learning. Its
prediction errors can further mislead the policy evaluation and
affect policy optimization. Therefore, it is important to establish an
environment model that can accurately depict the features of the
environment.

Learning an accurate environment model is challenging due to
random noise and limited diversity in training data [5]. Effective
representation and model uncertainty measurement can mitigate the
negative impact of model errors. On the one hand, appropriate data
representation can help the model extract pivotal information about
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the environment for many high-dimensional tasks, while ignoring
much irrelevant background information in the data. On the other
hand, the uncertainty of the model reflects its knowledge about the
natural environment. Adaptively applying the uncertainty-aware
model can minimize the accumulation of errors.

In model-based reinforcement learning, state representations are
usually learned by reconstruction or contrastive leaming [6—8]. When
the observation is complex, the variational auto-encoder (VAE) is
often used to project the observation into a low-dimensional latent
space [9, 10]. The encoder is often further optimized using
contrastive learning to improve the learning of representations.
However, the classic VAE usually assumes that the prior distribution
of the latent variables is a standard Gaussian, which only guarantees
that the model can extract useful information from some of the
modes. Considering the uncertainty of the environment model,
existing methods often use probabilistic and ensemble models to
construct the environment model [11, 12]. The difference among
ensemble models reflects the model’s cognitive bias toward
environmental transition. Both are practical tools for modeling
uncertainty.

In order to learn effective representations and capture
environmental uncertainty, this paper proposes a model-based
reinforcement learning method based on a conditional variational
auto-encoders (CVAE) because the generative model can better
characterize environmental stochasticity than the discriminative
model [13—15]. First, the task-related environmental information is
extracted by a prior network. The decoder is constructed using a
probabilistic model. Next, the prior network is applied to learn the
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knowledge of the encoder, and it is used for environment model
construction. Then, the simulated data features are learned
adaptively from the real data features. Finally, the trained
environment model is used for policy learning in conjunction with
a model-free reinforcement learning approach.

The comprehensive evaluation results show that the method
proposed in this paper can effectively improve the sample
efficiency, and its convergence performance can reach or even
exceed the state-of-the-art algorithm. In a nutshell, our
contributions are as follows:

1) We propose a CVAE-based feature extraction model
with expressive ability and generalization and can learn
task-relevant information.

2) We reduce the instability of the environment model by applying a
prior model to learn the encoder using a method of knowledge
distillation.

3) We mitigate the bias of the simulated data distribution by
reducing the difference between the real and simulated data
feature distributions.

This paper is structured as follows: Section 2 introduces methods
related to model-based reinforcement learning. In Section 3, the
basics required for this paper are presented. A model-based
reinforcement learning method with a CVAE is presented in
Section 4. Comparative experiments verify the effectiveness of the
proposed method in Section 5. In Section 6, we include the
limitations and future scope of the work. Finally, the paper is
concluded.

2. Literature Review

Due to the discrepancy between the environment model in
model-based reinforcement learning and the real environment, the
convergence performance of model-based reinforcement learning
is often lower than that of model-free reinforcement learning.
Existing work typically improves the performance of model-based
reinforcement learning algorithms by modeling the environment
with sufficient accuracy.

With the development of deep learning, neural networks have
demonstrated powerful representation capabilities [16]. Therefore,
neural networks are often used to model the environment. Ha and
Schmidhuber [17] proposed the World Model, which uses a VAE
to learn abstract compressed environmental representations and
performs model learning and policy optimization based on the latent
space. In addition, recurrent neural networks are applied to build a
model that combines historical information to predict future state
representations. The model based on a VAE [18] can transform the
high-dimensional state space into a low-dimensional latent space,
but the low-dimensional representation may lose information [15].
Considering the difference between simulated and real data
distribution, some works [19, 20] have reduced the bias of the
simulated data distribution by minimizing the difference between
the feature distributions. Similarly, conditional generative
adversarial networks are commonly used to constrain the bias of the
data distribution [15, 21]. The difference between simulated and
real data is reduced by discriminator training.

The environment may be stochastic and multimodal. However,
the approach of directly combining the prior model with the
decoder as an environmental model exhibits instability [22]. Gal
et al. [23] proposed the DEEP PILCO, incorporating the Bayesian
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approach to estimate the model uncertainty. Using Bayesian neural
networks to model the environment, the posterior distribution of
parameters captures the model uncertainty. However, this method
could be more precise in estimating the model uncertainty and is
complicated in updating the model. The model uncertainty can be
categorized into stochastic uncertainty and cognitive uncertainty.
Chua et al. [11] proposed an ensemble probabilistic model
approach, PETS. The probabilistic neural network model is mainly
used to estimate the stochasticity, and the ensemble model is used
to estimate the cognitive uncertainty. In addition, some works [24,
25] reduced the impact of model prediction errors on model
application through uncertainty perception.

Existing model-based reinforcement learning methods commonly
use ensemble models and Bayesian models to construct the
environment model [11, 19, 26, 27], but the models of such methods
are complex and have high computational resource requirements.
The model proposed in this paper uses only a single generative
model to learn the environment, which can be generalized to unseen
state data.

3. Preliminary

3.1. Summary of notations

Table 1 shows the notations used in this paper.

Table 1

Summary of notations
Notation Meaning
S The state space
A The action space
S State at time ¢
a; Action at time ¢
Asiyy State change at time £ + 1, As;; = 5,41 — $;
R Set of real numbers
(s, a) Immediate reward from state s after action a
T(s,a) Transition to next state from state s taking action a
7(als) Probability of taking action a in state s

o The distribution of the initial state
y The discount factor

Q Value of taking action a in state s
% The parameters of the encoder

¢ The parameters of the decoder

0 The parameters of the prior model

Polz|x) The variational distribution of z conditioned on x
4y (x|2) The generative distribution of x conditioned on z
p(2) The prior distribution of z

p(zly) The prior distribution of z conditioned on y
N(u,0%) Gaussian distribution with the mean u and

the variance o2

3.2. Reinforcement learning

Reinforcement learning [28] mainly learns the optimal policy
by interacting with the environment and the interaction process is
usually built as a Markov decision process, denoted as
{S,A,r, T, py,y}. S,A denotes the state space and action space,



Journal of Data Science and Intelligent Systems

Vol. 3

Iss. 4 2025

respectively, and p, denotes the initial state distribution.
r: S x A — Ris the reward function,and T : § x A — S is the envi-
ronmental transition kernel, which is used to represent the state s,
resulting from the environmental change after the action a; is per-
formed at the state s;. y € (0, 1) is the discount factor used to balance
the weights between long-term benefits and short-term rewards. The
policy function 7(als) usually represents the probability of choosing
an action a given state s. The purpose of reinforcement learning is to
find an optimal policy that maximizes the expected cumulative
reward, denoted as,

H
m'=argmax E| >y 1r(s; a;)lso ~ po |, (1)
T 7 =

where s, = T(s;,a,), a, ~ m(als;) and H is the length of the epi-
sode. The environment model in model-based reinforcement learn-
ing usually refers to the reward function and the transition kernel.

After each update of the policy function, the expected
cumulative reward can be calculated according to Equation (1),
which can be used to evaluate the policy. However, this process
requires a large amount of data collection, which seriously
reduces the efficiency of policy evaluation and updates. Therefore,
the state-action value function Q(s, a) is often used to evaluate the
value of a policy decision [29], which is expressed as the expected
cumulative reward that the agent receives in the future after execut-
ing an action a.

H

Qn(sa a) =E; Z Vkilr(skv ak)' St =S, ar=aj. (2)

k=t

3.3. Conditional variational auto-encoder

VAE is a deep generative model with latent variables, which
mainly applies neural networks to model two complex conditional
probability functions [30]. As shown in Figure 1, VAE mainly
consists of an inference network and a generative network. The
inference network is mainly used to estimate the variational
distribution py(z|x), and the generative network is used to estimate
the probability distribution g,(x|z). The inference network can be
regarded as an encoder that maps the observed variables x into latent
variables z. The generative network is a decoder that decodes the
sampled latent variables z. It is usually assumed that the distribution
Po(z|x) follows a Gaussian distribution with diagonalized covari-
ance, whose mean and variance are predicted by the encoder.

The optimization objective of the VAE is to maximize the
evidence lower bound (ELBO) [30], which can be regarded as the
E-step and M-step in the EM algorithm.

Figure 1
A network framework for variational auto-encoder

generative P
network

inference
network

max ELBO(q, x; 6, ¢)
0.9

= max(E,_p, o log 4o(dl2)] — KL(polel), p@)) O

0.6

where p(z) is the prior distribution of the latent variables, usually
assumed to be isotropic standard Gaussian distribution and 6, ¢ are
the parameters of the encoder and decoder, respectively. VAE is often
used to extract the features of high-dimensional data, and the size of the
control parameters can be reduced by projecting the observation to a
low-dimensional state through the encoder [9].

Unlike VAE, the input of the CVAE also contains label
information y, and the corresponding distribution of latent variables
also depends on y [31]. CVAE mainly consists of three parts: an
encoder, a decoder, and a prior network, where the prior network
p(z|y) represents the prior distribution of the latent variables. The
outputs of the encoder, the mean u and the variance o2, represent
the parameters of the distribution of the latent variable z. Therefore,
the latent variable distribution can be expressed as,
po(2lx,y) = N (z; g, 031). After sampling z from the latent variable
distribution, the labeling information y is concatenated with it and
inputted into the decoder to obtain x.

Using variational inference, the CVAE is optimized by
maximizing ELBO [31],

n:ix ELBO(% %0, ¢) = ngi‘x({Epﬁ(z\x.y) [IOg Q¢(x‘7y7 Z)]
— KL(ps(2lx,y)lIp(zly))) O

where p(z|y) is the prior distribution of the latent variable z, which is
usually obtained through a prior network. The architecture of the
prior network is similar to that of the variational encoder except
for the inputs.

4. Model Learning Based on CVAE

4.1. Learning potential transition information

As a common model for feature learning, the VAE can learn
essential representations of the data through feature encoding and
data reconstruction. However, the features sampled in VAE are
not controllable and may lose much information. Thus, this paper
utilizes the CVAE to learn environmental transfer features.

The feature learning framework of this paper is shown in
Figure 2, where (s, a,) represents the condition y, and As, 1,7,
represent the original data x. With py(z|x, y) denoting the latent var-
iable distribution, the latent features can be obtained through repara-
metrized sampling, z = gy + 0 - 09,0 ~ N(z;0,1). In order to learn
the transfer features corresponding to a specific state-action pair
(s, a;), the decoder’s input contains the condition labels (s;,a;) in
addition to the latent features z. The decoder is trained to reconstruct
As;yy, 1141, making the encoder learn pivotal features of the transition.

Since the deterministic model has the problem of overfitting, a
probabilistic model q4(As,.y, 7:41]2, 5, a;) is used to construct the
decoder.

dp(Asei1s 1| 20,5, 0,) = N(ASH—l: Te115 Mg 0¢21)~ (5)

Similarly, the output of the encoder IJ«¢7U§, is parameterized to
represent a Gaussian distribution. For different (s;, a,), the decoder
q, learns different state change distributions. Sampling As,; from
qy» the next state can be represented as,
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Figure 2
The feature learning framework based on CVAE

! Loyl by )

Str 84 —> Mo A

_______ encoder | =» =/ z | > |decoder|—> | —»'A8ti1,Tei1!
s, Tl = o4 79
P(""'sh a‘t)
[
P 4
|8ty Qp \——> -> o_l
e o)
Ser1 = S+ Aspyg. (6)

The loss of CVAE consists of two main components, the KL
divergence term and the reconstruction loss,

chue(Ast+l7 Tii1s Sty 5 9> ¢)

= KL(pg(2| Asyiy, Trsr, Sy a0)||p(2] 505 a)) @)

l n
_ ;Z logqy (Asi 1, Te1|se, ar, 2:)
p

where z; is sampled from the distribution of the latent variable and »n
is the number of samples.

4.2. Updates of the prior network

To enable environment models to take full advantage of feature
models, model-based RL usually constructs the environment model
by directly combining the prior model with the decoder [14].
However, due to the difference between the prior and the
posterior of the latent variables, the method can lead to model
instability [15]. Therefore, after the training of CVAE, this paper
applies the prior model to distill the knowledge of the encoder
and updates the prior model with the encoder output. The prior
model, parametrized to represent the distribution of transfer
features py(z|s;, a;), is consistent with the encoder model except
for the different inputs. Its inputs and outputs are (s;,a,) and
Wy, og, respectively.

Specifically, the distribution p, represented by the encoder is
used as the target value and the distribution p, represented by the
prior model is made close to it. The KL divergence is used to measure
the distance between the prior distribution and the posterior distribu-
tion, and the prior model is trained by minimizing the KL divergence.

Lprior(sh ar;é) = KL(PG(Z| St Oy ASy, 7[+1)||P(§(z| Sty at)) (8)

4.3. The environment model

The feature z obtained by the prior model is similar to the latent
feature obtained by the encoder, and the decoder can decode z to
obtain As;, |, ;.. Therefore, as shown in Figure 3, this paper com-
bines the prior model with the decoder to construct the environment
model. The prior model learns the distribution of environmental
transfer features, while the decoder predicts the state changes and
rewards, gy (As; .y, 1|2, 51, ap).

To optimize the environment model, the model is trained by
minimizing the negative log-likelihood of the predicted data.
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Figure 3
The environment model
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4.4. Model adaptation

Generative models can mitigate the overfitting problem of one-
step prediction of environment models, but the problem of multi-step
prediction still exists [32]. Prediction errors accumulate with multi-
step predictions, resulting in deviations between the simulated
trajectory and the real trajectory. This bias will mislead the
assessment of the value of the policy. Thus, this paper uses the
model adaptation method to mitigate the problem. Learning the
invariant features between simulation data and real data can
reduce the offset of simulation data distribution [19]. The model
framework is shown in Figure 4.

Figure 4
The feature adaptation model
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When the distance between the simulated and real data
distribution is small, the corresponding feature distributions
should be similar. Therefore, the environment model is optimized
by minimizing the distance between the feature distributions. The
encoder and prior model extracts the features of real data and
simulated data, respectively. In this paper, the maximum mean
discrepancy (MMD) is used to measure the distance between the
real and simulated feature distributions. The deviation of the
simulated data distribution is reduced by minimizing the MMD loss,

1 n 1 m 2
Ly = Hn Zf(zei) - %Zf(zmj)
i=1 j=1 H
1 K& 2 M 1 L
= FX}:;k(zeiﬂzéi) _Ezi;k(zehzmj) +W2;2k(zmj,2;nj>
=1 i= =l j= j=1 j=

where f is the mapping function on feature z. The MMD is
usually computed implicitly using the kernel function k(x, y) with
the kernel trick.
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After the environment model is built, it can be applied to the
learning of the controller in model-free reinforcement learning. As
shown in Algorithm 1, with the SAC method, this paper uses the
environment model as a data augmenter for the branch rollout
[27]. The generated simulation data are mixed with real data for
value and policy learning.

Algorithm 1: CVAE-SAC

Input: the environment dataset D,,,, .

Output: the policy 7, the value function Q.

1 Initialization: the model dataset D,,,,4,;, the policy 7, the value
function Q, the environment model M.

2 For episode i = 1 to N do

3 Train the CVAE model and build the environment model M.

4 For step j = 1 to H do

5 Interact with the environment using the policy 7. Add data
(S} @5 Sj41577) 10 Deyy-

6 Model rollouts: Randomly sample the start state s from D,,,,,.
Perform the k-step rollout from s in M. Add data (s, a,s ,7)
0 Dyoder-

7 End

8 Sample data from D,,, and D,,,,4,; to update policy 7 and the
value function Q by applying SAC method.

9 End

5. Experiments and Results

5.1. Experiment settings

This paper evaluated the proposed methods and other baselines
on several MuJoCo continuous control tasks from OpenAl Gym
with a maximum horizon of 150. The experiments in this paper
were conducted under five different random seeds, and the curve
results were averaged under random seeds. The following are the
experimental details involved in the CVAE experiment. The
environment model consists of a prior network and a decoder. The
prior network is a multilayer perceptron (MLP) with three hidden
layers of size 200 and the decoder is a MLP with two hidden layers
of size 200. The encoder and the prior network have the same
architecture except for the different input sizes. The dimensions of
the encoded features are the sum of the dimensions of states and
actions. The length of the rollout in the experiment is 1.

5.1.1. The experimental scenarios

The experiments in this paper mainly use the Mujoco scenarios
of Inverted Pendulum, Reacher, Reacher3D, Pusher, and Swimmers,
as shown in Figure 5.

1) Inverted Pendulum: consists of a cart that moves linearly, with a
pole fixed at one end and free at the other. The cart can be pushed
to the left or right, and the goal is to balance the bar on top of the
cart by applying force to the cart.

2) Reacher: a robotic arm with two joints. The goal is to move the tip of
the robot near a randomly generated target. The action is the torque
applied at the two hinges, represented as a two-dimensional vector.
The reward consists of the distance from the tip to the target position
and the action penalty. Reacher3D is identical to the Reacher target,
but its robot arm is three-dimensional.

3) Pusher: a multi-jointed robotic arm, consisting of shoulder,
elbow, forearm, and wrist joints. The goal is to move the target
cylinder to the target position using the robot’s end-effector.
The action is to apply torques to the hinges of the shoulder
and elbow, expressed as a seven-dimensional vector. The

Figure 5
The experiment scenarios: Inverted Pendulum, Reacher,
Reacher3D, Pusher, Swimmer, and Hopper

reward is composed of fingertip-to-object position distance,
object-to-target position distance, and action penalty.

4) Swimmer: consists of three links and two joints. The goal is to
move the object to the right as fast as possible by applying
torque to the joints. The action is the torque applied to the two
joints, represented as a two-dimensional vector and the reward
consists of a forward reward and a penalty for the action.

5) Hopper: a two-dimensional one-legged figure. The goal is to
make hops that move in the forward (right) direction. The
action is applying torques on the three hinges connecting the
four body parts. The reward consists of a healthy reward, a
forward reward, and a penalty for the action.

5.1.2. The baseline algorithms
The comparison algorithms used for the experiments in this
paper are MBPO [27], AMPO [19], SAC [33], and DDPG [34].

1) MBPO utilizes an ensemble probabilistic model to learn the
environment, mainly considering when to trust the
environmental model. In order to minimize the impact of
model errors on policy evaluation, the planning length is
determined according to the impact of model errors.

2) AMPO is an improved algorithm based on MBPO, which mainly
studies the problem of simulation data bias. Combined with the
domain adaption method, it enhances the optimization of the
model by minimizing the distance between the feature
distributions of the simulated data and the real data.

3) SAC is an offline learning method that mainly introduces entropy
regularization to achieve the exploration of the policy, which can
prevent the policy from falling into the local optimum, and speed
up the training.

4) DDPG combines DQN and AC methods, utilizes neural networks
to fit the value function and policy function, and performs well in
many continuous control problems.

5.2. Feature visualization

This paper records the data feature of the proposed method
during the training process in the Mujoco environment to test
whether the feature model can learn the task-relevant features.
Figure 6 shows the representation of the features handled by
t-SNE 2-dimensions reduction. The color of the scatter indicates
the value of the state, the lighter the color, the higher the value.
As shown in the figure, neighboring points in the latent feature
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Figure 6
A visualization of the latent features of the training data
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Figure 8

Distribution of training data and visualization
of latent features using the CVAE algorithm

(a) Distribution of training data, color shades indicate
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(b) Latent feature visualization of training data
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space have similar values, which indicates that the prior network can
project states with similar values to a similar latent space. The region
division between different value features is evident in Inverted
Pendulum, Reacher3D, and Swimmer scenarios. This implies that
the bias of state values generated by randomness in the feature
sampling process is not too large. In conclusion, the prior model
can learn task-relevant information.

5.3. Training trajectories

In the Reacher environment, the agent’s task is to make the fingertips
of the robot arm reach the target position as soon as possible. A coordinate
system is established to visualize the trajectory of the fingertip of the robot
arm and use the target position as the origin. Figure 7(a) and Figure 7(b)
individually present the fingertip trajectories navigating from the starting
point (0.209,0) to the designated target position when employing the
MBPO and CVAE methodologies, respectively. Trajectories of different
colors in the same figure indicate the test trajectories after different
training times, and trajectories of the same color in both figures indicate
the same training time. As shown in the figure, MBPO takes more time
to reach the target position in the pre-training period, while CVAE
reaches the target position faster with the same training time. The
controllers of MBPO and CVAE are the same, the only difference is
the source of simulation data. This indicates that the simulation data
generated by CVAE are more accurate and can provide effective
information for policy learning.

Figure 8(a) shows the allocation of training data for CVAE, and
the scatter color’s darkness shows the corresponding data’s value.
CVAE has less data in the low-value region, and the training data
are mainly distributed in the high-value region. Figure 8(b) shows
the visualization of the latent layer features after t-SNE
dimensionality reduction. The figure shows that CVAE can separate
the high-value and low-value data. It shows that the environment
model of CVAE combines the advantages of generative modeling,
which can learn the nature of the surrounding data with less data.

5.4. Performance testing of the algorithm

Figure 9 records the cumulative reward changes of various
algorithms during the training process in continuous control tasks
such as the Inverted Pendulum. The CVAE represents the algorithm
generated by combining the environment model proposed in this
paper with the controller in MBPO. As shown in the figure, the final
cumulative rewards of CVAE can be optimal and converge
relatively quickly. The environment model in CVAE enables rapid
learning of effective task information to assist in policy learning.
However, the proposed methods are only suitable for simple
continuous control tasks. Figure 10(a) records the reward curves of
each method, while Figure 10(b) shows the return at convergence in
the Hopper. As shown in Figure 10(b), the convergence performance
in the proposed method is lower than the model-free method under
the complex continuous control task. This indicates that the model
architecture of the proposed method is relatively simple and cannot
accurately describe the changes in the complex environment.

The solid line represents the mean of the cumulative rewards
under the 5 random seeds, the shaded portion indicates the range
of variation, and the dashed line is the rewards when SAC converges.

5.5. Effectiveness of model adaptation

In order to test the effect of the model adaptation on the environment
model, this paper records the performance of the removed optimization
module, denoted as CVAE_no_adapt, in the Swimmer scenario.
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Figure 10
Comparison of the convergence performance
of the benchmark algorithms in Hopper
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Figure 11(a) records the cumulative reward changes over the training
process for multiple model-based algorithms. Figure 11(b) records the
KL loss for the prior model, reflecting the difference between the
prior model and the encoder. As shown in the figure, CVAE
accelerates the algorithm’s convergence compared to other algorithms.
Figure 12(a) and Figure 12(b) respectively record the distribution of
the hidden layer features of CVAE and CVAE_no_adapt, and the
distribution of the features learned by CVAE_no_adapt is scattered.
This indicates that the model adaptation module can optimize model
learning and reduce the bias of simulated data.

6. Discussion

This paper proposes a model-based reinforcement learning
method based on CVAE. Considering the stochastic nature of the
environment and the uncertainty of model prediction, this paper
applies a CVAE to learn the transfer features of environmental
changes. It uses knowledge distillation to learn feature encoding
and combines the decoder to construct the environment model. In
addition, to mitigate the accumulation of multi-step prediction
errors, a model adaptive method is applied to optimize the
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Figure 11
Cumulative rewards variation in model-based algorithms and
KL loss for the prior model training
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environment model. Experiments show that the proposed method
can effectively learn effective features of the environment in the
simple continuous control task, which can assist the policy
learning and enable the return and sample efficiency to exceed
that of the benchmark methods. Section 5.3 shows that the
proposed method can learn the task information faster and
accelerate the policy to explore the high-value region compared
with other model-based methods.

However, since the network architecture of the environment
model is relatively simple, the model cannot accurately capture the
information of the complex environment. Section 5.4 shows that for
complex tasks, the model prediction errors of the proposed method
mislead the policy optimization, which makes the final return lower
than that of the model-free reinforcement learning method. In
addition, the proposed method only focuses on reducing model
prediction errors in terms of model construction, while the effect of
model uncertainty on policy optimization still exists. In future work,
it can be suggested to apply complex neural networks to construct
the model framework and consider the effect of historical
information to extend the proposed method to complex and

Figure 12
Latent feature visualization image of the training data
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high-dimensional tasks. In addition, it is also possible to adaptively
apply the environment model in terms of model application,
reducing the impact of model errors.

7. Conclusion

The prediction errors of the environment model in model-based
reinforcement learning can accumulate with the planning steps and
affect the policy evaluation. In order to mitigate the problem, this
paper proposes an environment model based on CVAE.
Specifically, CVAE is applied to learn the potential information of
the data, and the stochasticity of the generative model is exploited
to improve the generalization of the environment model. Through
comprehensive experimental evaluation, it is verified that the
model in this paper can effectively learn the features related to the
task, accelerate the learning of the policy, and effectively improve
the sample efficiency. However, this paper does not consider the
application of the model based on the effect of error and leaves
the adaptive application of the model for future work.
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