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Abstract: Severe convective weather, characterized by short-term intense precipitation, thunderstorms, and strong winds, poses significant
threats to human life and property. Therefore, accurate and efficient prediction of severe convective weather is crucial for disaster prevention.
Currently, utilizing deep learning for radar echo extrapolation stands as the primary method for forecasting severe convective weather. We
propose a predictive recurrent neural network model that integrates a self-attention mechanism, specifically designed for radar echo
extrapolation in severe convective weather forecasting. The self-attention mechanism offers the advantage of being lightweight, as it
does not substantially increase the model parameters. Additionally, it facilitates global attention extraction, thereby enhancing the
model’s accuracy to some extent. By utilizing radar echo images from the previous hour as input, the model undergoes self-learning to
achieve the best forecast for radar echo extrapolation in the subsequent two hours. Research findings demonstrate that our model

outperforms other models in accurately predicting severe convective weather within this two-hour timeframe.
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1. Introduction

Intense convective weather events can have catastrophic
impacts. For example, during the period from July 18th to August
2021, Zhengzhou, China, experienced heavy rainfall, leading to
flash floods and significant disruptions to transportation systems.
As of 6:00 PM on August Ist, 2021, this extreme weather event
had affected a staggering 1.8849 million people and resulted in
292 fatalities [1]. In China, existing weather forecasting methods
lack adequate prediction techniques for medium- and small-scale
intense convective weather events [2]. Additionally, there is an
urgent demand within the meteorological industry for accurate and
timely forecasting of intense convective weather events.
Therefore, finding effective and accurate methods to forecast
intense convective weather has become a challenging task and a
key focus area within meteorological research. Nowcasting is a
technique used in weather forecasting aimed at providing real-
time updates on weather conditions.

Zhang et al. [3] and Yu and Zheng [4] highlighted the
advancements made in both research and operations related to severe
convective weather. Specifically, there are two primary approaches
for severe convective nowcasting: one being the extrapolation
technology based on radar echoes and the other being the utilization
of numerical weather forecast models [5]. In recent years, deep
learning has emerged as a significant approach for the prediction of
severe convective weather [6], and significant progress has been
made in the study of deep learning-based severe convective weather
forecasting, both domestically and internationally [7]. Hence, we aim
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to employ deep learning techniques for extrapolating radar echoes to
enhance the accuracy of severe convection nowcasting. Lu et al. [§]
investigated a model for recognizing heavy precipitation weather in
severe convective weather conditions, utilizing physical parameters
and the deep learning model DBNs. Zhou et al. [9] conducted short-
term lightning forecasting by employing a deep learning fusion of a
semantic segmentation model and multisource observation data. Lee
et al. [10] devised a predictive model based on deep learning
methods to anticipate the potential impact of a rainstorm on an area
before it transpires.

Currently, widely used deep learning models in severe convective
nowcasting include Convolutional Neural Networks (CNN), Recurrent
Neural Networks (RNN), Deep Belief Networks (DBN), and their
variants. Sherstinsky [11] provided an overview of RNNs and Long
Short-Term Memory Networks (LSTM). Han et al. [12] effectively
employed RNNs for nowcasting, while Shi et al. [13] introduced
Convolutional Long Short-Term Memory Networks (ConvLSTM)
for precipitation nowcasting. Additionally, Shi et al. [13] enhanced
the model by incorporating a Gated Recurrent Unit to create the
Convolutional Gated Recurrent Unit (ConvGRU), which has fewer
parameters. Guo et al. [5] applied the ConvGRU model to
extrapolation experiments and achieved significant progress in
forecast accuracy. Wang et al. [14] proposed a Spatiotemporal Long
Short-Term Memory (ST-LSTM) and later constructed a Memory in
Memory (MIM) network for precipitation nowcasting, both of which
outperform ConvLSTM. Tian et al. [15] introduced the Generative
Adversarial Convolutional Gate Recurrent Unit (GA-ConvGRU)
model, effectively addressing the limitations associated with fuzzy
extrapolation images. Lin et al. [16] enhanced the ConvLSTM
model by combining it with a self-attention mechanism to capture

© The Author(s) 2024. Published by BON VIEW PUBLISHING PTE. LTD. This is an open access article under the CC BY License (https://creativecommons.org/

licenses/by/4.0/).

176


mailto:202183710004@nuist.edu.cn
https://doi.org/10.47852/bonviewJDSIS42022197
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

Journal of Data Science and Intelligent Systems

Vol. 3

Iss. 3 2025

extended spatiotemporal relationships. Adewoyin et al. [17] developed
the Temporal Recurrent U-Net (TRU-NET), which has more
parameters, longer training times, and lower nowcasting capability
for severe convection.

Based on the previous research, CNN models focus more on
spatial information in severe convective forecasting, while
traditional RNN or LSTM models face challenges in capturing
long-term data and are prone to the issue of vanishing gradients.
To improve the accuracy and efficiency of model training, we
chose the PredRNN++ model as our network architecture. This
model accurately predicts regions with detectable echo signatures.
To further enhance performance, we introduced the ProbSparse
self-attention mechanism and utilized a weighted loss function
during training.

Our contributions can be summarized as follows:

1) Addressing the issue of inaccurate forecasts caused by the aging
of high-intensity echo wavelengths, we developed a predictive
recurrent neural network model with a self-attention mechanism.

2) Applying the model to timely forecast severe convective weather
using weather radar data.

3) Validating our approach on existing datasets, demonstrating
superior performance compared to existing deep learning
methods.

2. Related Work

PredRNN++ [18] is a recurrent network designed for
spatiotemporal predictive learning. It differs from its predecessor,
PredRNN, in several aspects. Firstly, it replaces the ST-LSTM unit
with the Causal Long Short-Term Memory (Causal LSTM) unit.
Additionally, it introduces the Gradient Highway Unit (GHU)
structure in the first and second layer stack. The Causal LSTM unit
is a revolutionary recurrent unit that enhances the transition depth
between adjacent states. On the other hand, the GHU facilitates the
connection between input information, allowing for improved
information flow within the model. This architecture allows for high-
speed propagation of gradients between the first and second layers,
effectively solving the issue of gradient vanishing. It also enables
better learning of feature values from previous frames and more
efficient utilization of long-term information. Figure 1 explains the
structure of PredRNN++.

Figure 1
PredRNN++ model structure diagram
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The Causal LSTM introduces additional nonlinear layers in
periodic transitions, enhancing feature amplification to better
capture abrupt situations caused by short-term changes. It
comprises two memory components: temporal memory and spatial
memory, as illustrated in Figure 2. The first layer resembles the
generic LSTM structure for updating the temporal state C. The second
layer mirrors the structure of the first layer, utilizing the updated
temporal state C, and the updated spatial state M, from the previous
layer. Lastly, the third layer updates the output gate structure, H, using
inputs X, C, and M from the previous layer. A Causal LSTM unit takes
inputs X, H, C, and M and produces updated H, C, and M outputs. The
H value from the last time step is used to predict the generated target
sequence.

Figure 2
Causal LSTM structure diagram
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where CF represents temporal memory and M} represents spatial
memory, where the subscript ¢ represents the step size, and the
superscript k denotes the kth hidden layer in the stacked Causal LSTM
network. The current network memory is dependent on the last state
CF | and is controlled by forget gate f,, input gatei;, and input
modulation gate g,. The current spatial memory M¥ is dependent
on M} at the input Causal LSTM uses a cascade mechanism, and
spatial memory is a temporal memory function that passes through
another set of gated structures. The updated equation of the kth layer
Causal LSTM is:

g tanh
i | = o Wy [Xanil,Ci(—l} M
fi o
Cf=f,0Ck, +i,0g @
& tanh
i | =1 o |Wyx[X,CiMF (3)
ft o
MF = ftanh ® (W * MF!) +i,0g, 4
o; = tanh(W, x [X,, Cf, M}]) ®)
Hf = o,&tanh (Ws * [CF, MF]) (6)

“*” in the above formula represents the convolution operation, “®”
denotes the Hadamard product, “o” refers to the sigmoid function
in the activation function, and W, s represents the convolution filter.
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3. Research Methodology
3.1. SA-PredRNN++

Due to the abundance of data and limited availability of target data,
predicting severe convective weather has always been a challenge.
Additionally, PredRNN++ faces difficulties in extracting deep
network features while identifying local dependencies and global
features. To address this issue, we introduce the ProbSparse
self-attention mechanism [19] into the second layer’'s GHU and
causal LSTM layer. This measure not only enhances the model’s
capability to extract global features and local dependencies but also
maintains the lightweight nature of the model, without increasing its
complexity. This improvement aids in model training and enhances
prediction accuracy. The new model is named Self-Attention
PredRNN++ (SA-PredRNN++), which effectively addresses the
issue of gradient disappearance while increasing memory utilization
and strengthening the model’s long-term modeling capacity. The
SA-PredRNN++ structure excels in capturing both short-term and
long-term features. Figure 3 illustrates the structure of SA-PredRNN++.

Figure 3
SA-PredRNN++ model structure diagram
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The cascaded causal LSTM structure is highly effective; however,
it encounters issues such as gradient vanishing during the
backpropagation process, especially in scenarios involving periodic
motion or frequent occlusion. Additionally, prolonged transmission
times may result in unclear features. To alleviate these challenges
and ensure the model can continuously and accurately learn frame
features, we introduce a GHU, as depicted in Figure 4. The GHU
unit is specifically designed to learn the relationship between frame
skipping, thereby enabling better feature extraction.

The equation of GHU can be expressed as:

P, = tanh (pr * Xy + Wy, *Zt,l) 7)
U, = U(st * X+ W, *thl) (8)
Z; = UtQPt'f'(l— Ut)QZt,l 9)
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Figure 4
Self-attention GHU structure diagram
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where P; signifies the input of the transition, U, signifies the switch
gate, and Z, signifies the hidden state. We can express the above as:

Z, = GHU(X;, Z; ) (10)

The attention mechanism plays a crucial role in assigning varying
weights to different samples based on their unique features. This
enables the extraction of relevant information for data analysis
and prediction, thereby improving evaluation results and accelerat-
ing model training speed. For instance, the ConvSeq2Seq model
proposed by Gehring et al. [20] integrates an independent attention
module in each decoder layer, combined with CNNs.

In recent years, self-attention modules have gamered attention in
sequence prediction tasks. The Transformer model, introduced by
Vaswani et al. [21] in 2017, utilizes self-attention mechanisms to
capture long-range dependencies within sequences. This mechanism
facilitates the exchange of information and features between
network layers, progressively strengthening spatial dependencies
from local to global regions and temporal dependencies from
internal to external segments. A schematic representation of the
self-attention mechanism module is depicted in Figure 5.

Figure 5
Self-attention structure diagram
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To improve the accurate determination of feature positions
during the model training process and speed up the model
training, we added a ProbSparse Self-Attention mechanism
between the GHU and Causal LSTM layers. Among them, Q, K,
and V are the input embeddings and multiply a matrix with weights
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to obtain query, key, and value. ProbSparse Self-Attention first
samples K to obtain K samples and then obtains the value of M
for the relationship between each ¢;€Q and K:

. — me qikg 1 Lkﬁ
- mef 8L By

The self-attention mechanism differs from the attention mechanism
by incorporating a scaling factor during the attention computation,
thereby alleviating overflow concerns arising from large inner prod-
ucts. Within the self-attention mechanism, the correlation between
each input sequence is computed using Equation (12), where the sim-
ilarity between a query and a key is determined through their dot
product. Subsequently, the Softmax function is applied to yield
the weights, which are then used to measure the values and generate
the output vector of self-attention.

ArT
AQ, K, V)= Softmax(%)V (12)

3.2. Loss function

In severe convective weather conditions, the radar echo reflectivity
values are typically expected to exceed 30 dBZ (basic reflectivity). Shi
etal. [22] conducted a study where they graded the rainfall intensity and
assigned varying weights to different precipitation zones based on radar
reflectivity values. The reflectivity values of each pixel point in the radar
echogram generally range from 0 dBZ to 75 dBZ within the effective
prediction range and are classified into distinct categories [23]. As
shown in Equation (13), w(x) represents the weight, and x is the
value of each segment dBZ.

1  x€]0,20)
10 x € [20,30)
w(x) =< 15 x € [30,40) (13)
30 x € [40,50)
50 x € [50,75)

The Mean Squared Error (MSE) is frequently used to represent the
overall error in recognition outcomes. The formula for calculation is:

Iy o, .
MSE = ;Zf [X(i) — Y(i)] (14)

where X is the standard value, Y is the model identification value, and n
represents the total sample count. MSE quantifies the accuracy of severe
convection forecasts, with smaller MSE values indicating smaller errors.

3.3. Dataset

The weather radar dataset we utilized is obtained from the
Artificial Intelligence Weather Forecast Innovation Competition
organized by the Shanghai Meteorological Bureau in China. Each
sample in the radar dataset comprises pixel values organized in a
500 x 500 format. The dataset spans 3 h, with input data covering
1 h at 6-minute intervals and target data covering 2 h at 12-minute
intervals, resulting in a total of 20 instances.

Regarding the horizontal grid point range, the radar data samples
have a resolution of 0.01°. Radar echoes undergo quality control via
correlation coefficient analysis. The accepted data range is from 15 to
70 dBZ. Any values exceeding 70 dBZ are capped at 70, while values
below 15 dBZ or missing values are set to 0.

For training purposes, we utilized a dataset consisting of 40,000
radar map samples, while the testing dataset contained 3,000 radar
map samples. An example of a grayscale radar data image can be
seen in Figure 6.

Figure 6
Grayscale image of radar data

The connection between image gray value and integrated
reflectivity:

G = round (255* %> (15)
70

4. Experiments

4.1. Model monitoring metrics

In meteorology, Probability of Detection (POD), Critical Success
Index (CSI), and False Alarm Ratio (FAR) are widely used to assess
severe convective weather forecast outcomes. POD and CSI are
utilized to measure the likelihood and accuracy of severe
convective weather events. Higher values of POD and CSI indicate
more accurate predictions of severe convective weather events.
Conversely, lower FAR values indicate a lower false alarm rate in
model predictions. Here N}, N,, and N; represent the number of hits,
false alarms, and misses, respectively.

N,
POD = ! (16)
N, +N;
N1
cSl=———— (17)
N, +N, +N;,
N
FAR = 2 (18)
N, +N,

4.2. Experimental scheme

Figure 7 depicts the model’s initial phase, which includes the
training process. The model receives input at time #, which consists
of 10 radar echo data. Subsequently, the output of the model is a
future map of 10 radar echoes, which is generated by analyzing all
the elements at each moment. A loss function is then computed by
summing the average loss function value of each frame of the radar
echo forecast map. In the training process, the objective is to
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Figure 7 minimize the loss function value. To accomplish this, the
Training process and forecasting process backpropagation algorithm, specifically Adam, is employed for
training and leaming purposes. The training process parameter
(@)  Train specifications are as follows: the initial learning rate is set to 1074,
the learning rate penalty factor is 0.5, the batch size is 30, and the
M» pro](?east:ing | Training model —— required number of iterations is 30.

4.3. Experimental results

4—[ Figure 8 shows the forecast visualization results of radar

echograms, where group (a) represents the time series of radar
echograms obtained over one hour. (b) Panel is the real output
image sequence (over the next 2 h). (c), (d), (e), and (f) are four
Save model sets of experimental results, respectively, showing the forecast

%
output of the ConvLSTM, PredRNN++, MIM, and SA-PredRNN

(b)  Forecast ++ algorithms for the next 2-hour radar echo map sequence.

Radar echoes constantly undergo accumulation, deformation, and
% —— ™ | SA-PredRNN++ > %

Minimization
loss functiol

dissipation. In Figure 8, a visual comparison is presented between
the 2-hour radar live data and the model forecast. The
experimental results demonstrate that the algorithm produces
clearer outcomes, effectively capturing the spatial and temporal
features of radar maps at various elevations. However, there is

Figure 8
Comparison of radar echo images of severe convection near forecast results of various models

(e)..........
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room for improvement in capturing fine-grained features in later
frames and scattered areas. Consequently, the model utilizes radar
map data to forecast rainfall amounts for the next 2 h with
heightened precision. Upon visual comparison of forecasted
images, it’s evident that while the ConvLSTM model’s
predictions appear blurry, the PredRNN++ model yields clearer
predictions. However, both models encounter challenges in
accurately capturing regions with high radar echo intensity.

While the MIM model excels in capturing areas with high radar
echo reflectivity, it may exhibit some blurriness in subsequent frames
and struggle to accurately depict features in sparse regions. Overall,
experimental results suggest that the MIM model provides a more
precise representation of regions with high radar echo reflectivity.
However, improvements are still needed to capture finer features
in subsequent frames and sparse areas.

The prediction of severe convective weather relies on binarizing
grid data, where we select radar reflectivity levels of 40 dBZ and 50
dBZ. Additionally, we evaluate the extrapolation performance of the
models using grid data, employing three evaluation metrics (CSI,
POD, and FAR), with results presented in Table 1. The
ConvLSTM, PredRNN++, MIM, and SA-PredRNN++ models
are tested on the evaluation set, predicting the next 10 frames
based on the preceding 10 frames. These models are fairly
compared in terms of experimental settings and hyperparameters.

Table 1
A comparison for predicting 10 frames on the subsets of the
radar data set

Threshold Model CSI POD FAR
40 ConvLSTM 0.279 0.306 0.593
PredRNN++ 0.278 0.638 0.669
MIM 0.298 0.516 0.589
SA-PredRNN++ 0.384 0.674 0.527
50 ConvLSTM 0.152 0.269 0.740
PredRNN++ 0.195 0.294 0.632
MIM 0.171 0.253 0.651
SA-PredRNN++ 0.233 0.337 0.575

As depicted in Table 1, the SA-PredRNN++ model outperforms
the other models and significantly reduces the model’s parameters,
showcasing the efficacy of the self-attention mechanism. However,
ConvLSTM does not perform well with either the 40 or 50
threshold. Although ConvLSTM is proficient in handling time
series problems and focuses on convolution for spatial feature
extraction, it heavily relies on convolutional layers to capture
spatial relationships and is unable to extract long-term features.

For the accurate forecast of severe convective weather based on
radar echo extrapolation, each image frame contains abundant spatial
information, with closely interconnected data points. However, it still
cannot capture long-term dependencies effectively. Although
PredRNN++ and MIM have made further improvements on
ConvLSTM, they still fall short in capturing deep network features
due to deficiencies in feature extraction of images and excessive
parameters. Despite this, the PredRNN++ model shows better
performance according to the POD value, achieving 0.638 and 0.400
at the 10th frame and threshold values of 40 and 50, respectively.
However, when compared with other evaluation indicators, the
SA-PredRNN++ model outperforms at a threshold of 40 with CSI
and POD reaching best results of 0.308 and 0.553, respectively, and
FAR also performing better at 0.588 at the 10th frame. Similarly, at

a threshold of 50, the SA-PredRNN++ model achieves the best
results for CSI and POD at 0.195 and 0.294 at the 10th frame,
respectively, with FAR also showing better performance at 0.632. In
conclusion, the SA-PredRNN++ model in this study has
demonstrated better performance compared to other models. Figure 9
illustrates the superior CSI value of the SA-PredRNN++ model in
predicting the performance of 10 frames. As the forecast time
increases, the CSI value decreases for all models, with a slower
decrease for our model. Figure 10 shows a comparison between the
two-hour SA-PredRNN++ approach forecasts (b) and radar
observations (a). It can be seen that SA-PredRNN++ can have a
good prediction of the echo drop zone.

Figure 9
Frame-wise analyses of the next 10 generated radar maps
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Figure 10
Comparison between radar observation and
nowcast by SA-PredRNN++ model
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The ablation study in Table 1 demonstrates that integrating the
ProbSparse self-attention mechanism into the PredRNN++ model,
along with GHU units and a second layer of causal LSTM,
positively impacts experimental results. Setting the threshold to 40
increases the PredRNN++ score from 0.278 to 0.384. These
findings indicate that the self-attention mechanism within the model
enhances connectivity in spatiotemporal memory compared to
models lacking this mechanism. Additionally, Table 1 also suggests
that pairing GHU wunits with the self-attention mechanism
consistently enhances model performance. In Table 2, various
network variants are discussed to illustrate different placements for
the self-attention mechanism within the model. As a control
experiment, we relocated the self-attention mechanism between the
second and third layers of the Causal LSTM, resulting in a CSI
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Table 2
The slot of the self-attention mechanism is located by the index
(kq, k3) of the causal LSTM to which it is attached

LOCATION ky, ky CSI POD  FAR
BOTTOM(SA-PredRNN++) 1,2 0384 0.674 0.527
MIDDLE 2,3 0317 0.496 0.531
TOP 34 0.382 0.544 0.537

score of 0.317. Placing the self-attention mechanism between the third
and fourth layers increased the CSI score to 0.382. This positioning
indicates that configuring the unit behind the GHU unit was most
effective, as it enables the GHU unit to prioritize long-term
highway features, short-term deep transition path features, and
spatial features extracted from the current input frame. The self-
attention mechanism facilitates enhanced feature extraction.

5. Conclusion

We have provided a detailed introduction to our deep learning
model SA-PredRNN++. Our model utilizes radar echo data to
extrapolate variations of the reflectivity factor in both time and
space, enabling the forecasting of severe convective weather. The
SA-PredRNN++ model integrates improved GHU units and
incorporates a self-attention mechanism into its second layer. This
allows us to capture spatial information of meteorological elements
such as the reflectivity factor throughout the entire time series,
thereby accelerating the convergence of the model. Furthermore,
our model employs a unique neural network framework and a
weighted loss function based on weight construction, enhancing its
predictive capabilities for regions with strong echo and enabling
more accurate forecasting of severe convective weather. Due to its
exceptional ability to capture both temporal and spatial features, our
model is highly suited for a wide range of meteorological
forecasting tasks. Experimental results demonstrate that our model
is remarkably precise in forecasting the position, contour,
distribution, and progression of severe convective weather.

However, it is important to note the limitations of the
SA-PredRNN++ model. The model heavily relies on historical data
for parameter calibration, and in this study, the available dataset
lacked a sufficient number of instances of severe convective weather.
To address this issue, the dataset was filtered to include only data
above 30 dBZ and underwent noise reduction and rotation
operations. The experimental results show an improvement in output
precision. However, due to the limitations of available data, the
accuracy of predicting intense echo areas noticeably decreases as the
prediction duration increases. Future improvements to the model
should focus on optimizing the construction process, such as
integrating numerical simulation data at each time point to correct
transmission errors. Additionally, integrating other meteorological
features such as temperature and wind field information will
contribute to enhancing the accuracy of nowcasting severe convection.

Recommendations

In the future, the prediction of meteorological disasters is a
crucial area of research, playing a significant role in safeguarding
lives and property, as well as promoting social stability and
development. We urge for greater attention to be given to this
field by the general public.
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