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Abstract:Due to the heterogeneity of data distribution in real life and the spatial autocorrelation among spatial instances, traditional spatial co-
location pattern mining methods tend to ignore valuable information specific to local regions. To address the limitation, regional co-location
pattern mining has been proposed to find patterns that may be hidden within local regions. In this paper, a fuzzy regional co-location pattern
mining framework based on efficient density peak clustering and maximal fuzzy grid cliques is presented. By incorporating a grid-splitting
method and fuzzy theory, an efficient density peak clustering algorithm is proposed to divide the global area into distinct local regions.
Furthermore, we propose a method to materialize the neighbor relationships between instances based on the maximal fuzzy grid cliques
and parallelize the clustering process to improve the algorithm efficiency. Experimental results show that the proposed algorithm can not
only reduce the time consumption by about 40% but also mine meaningful patterns with tighter instance distributions.
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1. Introduction

As a crucial branch of data mining, the spatial data mining
aims to extract valuable insights and knowledge from the
massive spatial data. One significant aspect of spatial data
mining is the spatial co-location pattern (SCP) mining. The set
of all features in a given space is denoted as F ¼ f1; f2; . . . ; fmf g;
and the set of all instances in the space is denoted as
I ¼ e1; e2; . . . ; enf g. The SCP mining focuses on revealing the dis-
tribution rules of spatial features. For instance, consider the cross-
interaction among various factors influencing the risk of import
and export enterprises in space to derive distribution patterns
among these factors [1]. In particular, SCP mining can be used
to identify spatio-temporal crime patterns with heterogeneity [2]
and can also model frequently occurring events and behaviors to
derive valuable information [3], while optimal cluster-based feature
extraction can be used to refine the intrusion detection systems [4].

Firstly, to measure the prevalence of SCPs globally, Shekhar and
Huang [5] proposed a distance-based participation index (PI). Based
on this, to mine all prevalent SCPs, Huang et al. [6] proposed a Join-
based algorithm and Yoo et al. [7] proposed a Partial-join and a
Joinless [8] algorithm. However, these algorithms have poor
scalability when processing massive data. To cope with this
challenge, Chan et al. [9] proposed the Fraction-Score method to

collect all possible instances based on the sharing relationship,
which improved the efficiency of SCP mining. Hu et al. [10] added
fuzzy theory and spatial grid on this basis, which significantly
facilitates the quality and efficiency of SCP mining. Secondly, with
the concept of clustering, Huang and Zhang [11] pioneered the
introduction of a clustering-based framework for SCP mining,
while Rodriguez and Laio [12] employed a Gaussian kernel to
enhance the applicability of clustering for small datasets. Liu et al.
[13] introduced local density variation metrics to effectively
identify clustering centers.

The SCP mining algorithms mentioned above typically adopt a
global perspective, employing absolute Euclidean distance and a
single threshold to measure the neighbor relationships between
instances, which assume the homogeneity of the spatial feature
and instance distribution. Nevertheless, the data distribution is
heterogeneous in reality, and the neighbor relationships between
instances are a relative and ambiguous concept. Additionally, the
autocorrelation of the space always leads to more complex
neighbor relationships between instances, making the PI metric
they rely on can lead to ignore valuable patterns containing rare
features in local regions. The development of the regional
co-location pattern (RCP) mining is a response to this issue.
Suppose the global area is divided into several local regions
si i ¼ 1; 2; . . .ð Þ, and the RCP mining is performed in these regions,
then the RCP can be denoted asRCP ¼ patternr; sið Þ, where patternr
is a subset of the set of all spatial features in the study area and
denoted as patternr � F, si is the local regions where the pattern*Corresponding author:LizhenWang, Dianchi College, China. Email: lzhwang@
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is prevalent. Naturally, the patterns discovered may not be globally
significant but are meaningful within local regions. For example,
RCPs are instrumental in studying the pathways and sources of dis-
ease (such as COVID-19) transmission within a specific local region
[14]. To identify RCPs in local regions, Deng et al. [15] used globally
non-prevalent SCPs as candidate patterns in local regions to discover
RCPs. Moreover, Jiang et al. [16] adopted the fuzzy DPC algorithm
to generate local regions with ambiguous boundaries to facilitate
RCP mining. However, there is uncertainty and incompleteness of
data [17] during fuzzy clustering. Liu [18] proposed the CFNDC
method to reduce the risk associated with uncertainty, while Liu
and Letchmunan [19] proposed the DST method to optimize the
clustering process for incomplete instances.

As mentioned above, although RCP mining can discover
interesting patterns that cannot be found globally, traditional RCP
mining still has the following challenges: first, the computational
time of local density is more costly for regional division using
clustering. Second, when performing RCP mining in local regions,
the time consuming of identifying the participating instances of
patterns is also relatively large. Third, the PI metric for measuring
pattern prevalence is only focused on the number of instances
involving the pattern and ignores the fuzzy and sharing relationships
among instances. Based on the aforementioned background, this
paper proposes a fuzzy RCP (FRCP) mining framework, which
incorporates the efficient density peak clustering (EDPC) and the
maximal fuzzy grid cliques (MFGCs). The main contributions of this
paper include the following:

1. A regional division method based on EDPC is presented. The
grid-based EDPC algorithm notably reduces the time
consumption for identifying cluster centers and improves the
quality of division while effectively performing regional division.

2. We propose a method to materialize the neighbor relationships
between instances based on the MFGCs and parallelize the
clustering process, which greatly improves the efficiency of the
FRCP mining algorithm.

3. Compared to the Algorithm [10] and the Algorithm [16], the
algorithm presented in this paper considers the fuzzy sharing
relationships between instances, which not only has a superior
performing efficiency but also mine patterns with tighter
distribution of instances in local regions.

The remainder of this paper is outlined as follows. Section 2 provides the
EDPC-based regional division algorithm and the MFGC-based pattern
mining algorithm. Section 3 analyzes the algorithm complexity. In
Section 4, on synthetic and real-world datasets, the mining results of
the proposed algorithm are extensively analyzed, and the significance
of the divided regions is discussed.

2. Method

Traditional RCP researches neglect the consideration of fuzzy
neighbor relationships among instances during the regional division
and pattern prevalence calculation. In practical scenarios, instances
in space can belong to multiple regions simultaneously, indicating
some level of intersection among these regions. When exploring
neighbor relationships, an instance may be influenced to varying
degrees by instances with different features. To address these
limitations, we propose a novel RCP mining framework
considering fuzzy neighbor relationships between instances
referred to as FRCP mining. This mining task consists of two
stages: regional division and pattern mining.

2.1. Regional division algorithm based on efficient
density peak clustering (EDPC)

Clustering algorithms are widely used for the regional division.
In contrast to conventional clustering methods, the DPC algorithm
excels at identifying cluster centers with elevated local density,
allowing for the adaptive generation of diverse clusters. Inspired by
the method of Jiang et al. [16], we propose an efficient DPC
(EDPC) algorithm combined with grid-splitting in regional division
to generate regions with ambiguous boundaries and improve the
clustering efficiency. We first give the relevant concepts.

Given a collection I of instances in space, the generation ofmaxi-
mal fuzzy clusters involves several steps. First, for each instance
ei 2 I, it calculates the k-nearest neighbor distances for ei and proceeds
to calculate the local density using these distances. Relative distances
for ei are then calculated, and cluster centers are selected based on
these distances. Subsequently, the fuzzy membership degree of
non-cluster centers to cluster centers is calculated to generate fuzzy
clusters. If a fuzzy cluster is not a subset of any other fuzzy cluster,
it will be included in the set of maximal fuzzy clusters, and ultimately,
all maximal fuzzy clusters generated are the divided regions.

Local density ρ: given an instance ei 2 I, the local density of ei
is defined as:

ρ eið Þ ¼
X

dk2KNN eið Þ

1 ; dk � d1
1� dk�d1

d2�d1 ; d1 < dk < d2
0 ; dk � d2

8><
>:

9>=
>; (1)

where dk is stored in KNN eið Þ, denoting the Euclidean distance
between ei and the k-th nearest instance. KNN denotes the set of dis-
tances between ei and the k-nearest neighbor instances, which is
expressed as KNN eið Þ ¼ d1;d2; . . . ;dkf g. The parameters d1
and d2 are calculated as described in the formulas (2) and (3). Here,
µk and Sk represent the mean and standard deviation of the k-th near-
est neighbor distance of all instances, respectively.

d1 ¼ max 0;µk � Sk
� �

(2)

d2 ¼ µk þ Sk (3)

In Figure 1(a), we set k ¼ 10, then the 10-nearest instances of instance
B.1 are {A.3, C.3, D.1, A.4, A.5, B.3, A.2, C.1, D.3, C.4}. By
calculating the Euclidean distance between instances, we can get
KNN(B.1) = {1.4, 1.4, 2, 2, 2.2, 2.2, 3.2, 4.1, 4.1, 5}. According

Figure 1
An example of spatial datasets (a) Under the grid-splitting and

(b) after the grid-filtering
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to this, we can also obtain the set of KNN distances for other instances,
and then, the local density of each instance can be calculated.
Relative distance δ: given instances ei 2 I and ej 2 I, the relative
distance of ei is defined as:

δ eið Þ ¼ minej :ρei<ρej
dij (4)

where dij is the Euclidean distance between ei and ej, the relative distance
indicates the minimum distance from ei to instance ej with a higher
density than it. The larger the relative distance is, the more likely ei is
to be an independent cluster center.
Maximal fuzzy cluster: given an instance ei 2 I, The fuzzy mem-
bership degree of any non-cluster center instance ei to a cluster center
instance cj is denoted as uij ei; cj

� �
and is defined as:

uij ei; cj
� � ¼XCC

q¼1

�
dij
diq

�� 2
r�1

(5)

where CC is the number of cluster center instances, the distance
between a non-cluster center instance ei and a cluster center instance
cj is represented by dij, diq denotes the distance between ei and the q-
th cluster center, r denotes the smoothing parameter consistently set
to r ¼ 2 in the common research.

After the instances are selected with higher local density and
relative distance as cluster centers, the fuzzy membership degree
of non-cluster center instances to cluster centers is calculated, and
if it is not less than a given threshold η, the instance is assigned to
the fuzzy cluster to which it belongs, where the threshold of fuzzy
membership degree is set to the reciprocal of the number of cluster
centers, i.e., η ¼ 1= CCj j. If the fuzzy cluster is not a subset of any
other fuzzy cluster, then it is a maximal fuzzy cluster, which repre-
sents a sub-region in space. Eventually, the regional division of the
space can be completed by utilizing the maximal fuzzy clusters.

As shown in Figure 1(a), according to the calculation method of
local density and relative distance, we obtain the sole cluster center
B.1 and v1 ¼ 1. According to the formula (5), the fuzzy membership
degree of all non-cluster center instances to B.1 is calculated to be 1.
Also, we obtain the threshold of fuzzy membership degree is 1. In
other words, instances with a fuzzy membership degree not less than
the threshold are assigned to the cluster centered at B.1. Furthermore,
because the cluster generated by B.1 is not a subset of any other fuzzy
cluster, it is a maximal fuzzy cluster, i.e., the maximal fuzzy cluster
centered at B.1 is B.1 = {A.1, A.2, A.3, A.4, A.5, B.2, B.3, B.4, C.1,
C.2, C.3, C.4, D.1, D.2, D.3}.

To expedite the identification of clustering centers, we draw
inspiration from the approach presented in reference [20] and
introduce grid-splitting to enhance the division process. This
involves dividing the whole area into grids and quantifying grid
density by counting the number of instances within each grid.
Since grids with sparse local densities are impossible to include
clustering centers, filtering them out allows us to acquire an
efficient density peak clustering (EDPC) algorithm. Next, we
will elucidate how the EDPC algorithm improves the efficiency of
cluster center identification and maximal fuzzy cluster generation.

First, the algorithm employs a grid-splittingmethod tomap each
instance to its respective grid while filtering out the grids with lower
densities. Subsequently, for each instance ei within the retained grids,
it executes the related step of local density, relative distance, and
fuzzy membership degree calculation to ultimately generate all the
maximal fuzzy clusters.

Grid-splitting: First, the width
ffiffiffi
2
p

d grid is used to split the global
space, where d is a user-specified neighbor distance threshold (this
threshold will also be used in the pattern mining phase). Sub-
sequently, spatial instances are mapped to the grids. Using the hash
table’s key value, we store the respective instance in the correspond-
ing grid. Thus, the list of instances in each grid can be easily accessed
by the hash tables, which facilitates the subsequent calculation of the
number of instances included in each grid. The grid-splitting method
is shown in Algorithm 1.

Steps 1–8 are to map spatial instances to the grids. Steps 1–3 are to
create a hash table for the grids. Subsequently, in steps 4–8, the instances
are mapped to the respective grid using the build hash table. Figure 1(a)
illustrates a set of spatial instances under the grid-splitting.

After the grid-splitting, despite the ability to swiftly locate
instances within each grid using hash tables, it is still necessary to
iterate through all instances within each grid for local density
calculations. As a result, the grid-filtering can serve as a further
optimization to filter out grids with fewer instances. This aids in
the rapid identification of cluster centers and reduces the time
consumption for local density computation.
Density of grids: given a collection I of instances in the space and
the space is divided into s1; s2; . . . ; sif g grids according to the grid-
splitting approach, the corresponding grid number is
Gs1 ; Gs2 ; . . . ;Gsi

� �
, the density of Gsi is defined as follows:

ρsi ¼ count Gsi

� �
(6)

where countðÞ denotes the number of instances in Gsi .
The instances are mapped into corresponding grids by using

gird-splitting. Firstly, it needs to calculate the density of the grid
Gsi . Subsequently, we sort the grid densities calculated by the formula
(6) in descending order and set the screening ratio a. We first select the
'dense’ grids with density in the top a%, and remove the other grids.
Focus on the instances in the screened grids to find the cluster centers
quickly. In this study, due to the large scale and tight distribution of
datasets, we set a ¼ 50%, that is the instances in the top 50% “dense”
grids are selected. Ultimately, the cluster centers can be identified
quickly by filtering out the grids with lower densities. As shown in
Figure 1(b), we remove grids with a density below 2 to obtain the
set of instances after the grid-filtering.

Algorithm 1
Grid-splitting (I ;

ffiffiffi
2
p

d)

Input: I: a set of spatial instances;
ffiffiffi
2
p

d: the grid width.
Output: grids: a set of grids containing all instances.

Steps:
// The position of minimum abscissa

1. min x min e1:x; e2:x; . . . ; ei�1:x; ei:xf g;
// The position of minimum ordinate

2. min y  min e1:y; e2:y; . . . ; ei�1:y; ei:yf g;
3. grids InitHashtableðÞ; // Initialize the hash table
4. For each instance ei 2 I do // Map instances to grids

5. i d ei:x �min xð Þ= ffiffiffi
2
p

de;
6. j d ei:y �min yð Þ= ffiffiffi

2
p

de;
7. grids i; j½ � [ eif g; // Incorporate the instance into the

corresponding grid
8. Return grids; // A set of grids containing all instances
End Function
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Efficient density peak clustering (EDPC) algorithm
Based on the above methods, the EDPC algorithm is obtained.

The EDPC not only discovers regions with ambiguous boundaries,
but also greatly reduces the time consumption for local density
calculation. The EDPC algorithm for generating maximal fuzzy
clusters is shown in Algorithm 2.

Step 1 initiate the sets for stored cluster centers CCð Þ, screened
grids Grð Þ, fuzzy clusters (FSc), and maximal fuzzy clusters (MFc).
Steps 2–3 generate the screened grids Gr by calling Algorithm 1
and grid-filtering. Steps 4–7 compute the k-nearest neighbor distances
of each instance ei within the grids Gr . Subsequently, calculate the
local density based on its respective k-nearest neighbor distances
and store these values in the set ρ. Next, search for the nearest instance
with a density greater than that of ei and calculate the minimum dis-
tance to that instance as a relative distance to be stored in δ. Steps 8–10
traverse through the relative distance values of all instances withinGr .
If the relative distance of an instance surpasses the predefined thresh-
old d2, designate it as a cluster center and add it to the set CC. Steps
11–16 calculate the fuzzy membership degree of each instance ej to
cluster center instance ci by traversing the set of spatial instances.
Instances ej with the fuzzy membership degree exceeding a specified
threshold value η are added to the fuzzy cluster corresponding to clus-
ter center ci. Steps 17–20 return the set of all fuzzy clusters by travers-
ing the set of all fuzzy clusters FSc. If a fuzzy cluster is not a subset of
any other fuzzy cluster, incorporate it into the set of maximal fuzzy
clusters MFc. Finally, return the set of all maximal fuzzy clusters.

In addition,we implemented amulti-threadedparallel approach
in the clustering process, which utilizes greedy combination and

pre-allocation strategy within a thread pool, and tasks are handled
by either immediate execution or queuing for later execution,
ensuring that thread resources are allocated efficiently through the
utilization of a thread pool, thus improving the efficiency of
the clustering process.

The EDPC algorithm efficiently identifies cluster centers based
on the grid-splitting and the grid-filtering. It allocates non-cluster
center points to clusters based on fuzzy theory, ultimately achieving
a soft division of regions across the study area. From the above
discussion, we can conclude that with the increasing number of
instances, more and more grids are filtered out, which significantly
improves the computational efficiency of the EDPC algorithm.

2.2. Maximal fuzzy grid cliques (MFGC)

After the regional division, the following step is to conduct
regional co-location pattern (RCP) mining in each region.
Traditional RCP mining methods utilize the participation ratio
(PR) and participation index (PI) metrics to measure the
prevalence of patterns in regions, where the PR characterizes the
proportion of a feature’s instances in a RCP C occur in the partici-
pating instances of C, and the PI denotes the minimum value of
PRs for all features in C. The participating instances of C refer
to instances that support the prevalence of C.

The limitation of the traditional mining methods based on the PI
metric is that it only focuses on the count of participating instances in
patterns and ignore the fuzzy neighbor relationship between
instances. This often leads to an overestimation of pattern
prevalence. Taking inspiration from the work of reference [10],
we introduce the maximal fuzzy grid cliques (MFGCs) for mining
FRCPs to search for participating instances of patterns in local
regions, which solves the issue of overestimation of pattern
prevalence in traditional RCP mining. Since FRCP mining is
performed based on MFGCs, we first give the relevant concepts
of pattern prevalence calculation using MFGCs, and then give the
framework of FRCP mining.
Fuzzy neighbor degree: given instances ei 2 I and e0i 2 I, the fuzzy
neighbor degree (FND) between ei and e0i, satisfying ei: f 6¼ e0i: f , is
defined as:

FND ei; e0ið Þ ¼
1 Δ � d

1� Δ�d
d� ffiffi

2
p �1ð Þ d < Δ � ffiffiffi

2
p

d

0 Δ >
ffiffiffi
2
p

d

8>><
>>:

9>>=
>>;
; (7)

where Δ is the distance between the two instances, denoted as
Δ ¼ max j ei:x � e0i:x j; j ei:y � e0i:y jf g, two instances are said to sat-
isfy the R-neighbor clique (RNC) if the Δ between them is less than
or equal to d (d <

ffiffiffi
2
p

d),
ffiffiffi
2
p

d is the grid width by spatial grid split-
ting, x and y denote the abscissa and ordinate of ei respectively.

Firstly, we can derive the fuzzy grid neighbor relationship
(FGNR) between instances according to formula (7), i.e., the
instances ei and e0i are said to satisfy the FGNR, if FND ei; e0ið Þ > 0.
As shown in Figure 2, the neighbor relationships between instances
are denoted by NR. For example, {A.1, B.1} is an RNC and satisfies
FGNR. Next, we can obtain the fuzzy grid neighbor (FGN) of
instance ei based on FGNR. The FGN(ei) of an instance ei is composed
of ei and a set of instances that satisfy FGNR from ei and are different
from the feature of ei. For instance, FGN(A.1) = {A.1, B.1, B.3, B.5,
C.2, D.4}. The FGN of instance ei with feature f is denoted as
FGN(ei, f ), e.g., FGN(A.1, B) = {B.1, B.3, B.5}.

Algorithm 2
EDPC (I ,

ffiffiffi
2
p

d, k, η)

Input: I: a set of spatial instances;
ffiffiffi
2
p

d: the grid width; k: the
number of k-nearest neighbors; η: the threshold of fuzzy member-
ship degree.
Output: MFc (a set of maximal fuzzy clusters).

Steps:
1. CC  ∅; MFc  ∅; Gr  ∅; FSc  ∅; // Initialize variables

2. grids ¼ Grid � splitting I;
ffiffiffi
2
p

d
� �

;// Grid-splitting
3. Gr  select grids with desity in top 50%; //Grid-filtering
4. For each ei 2 Gr do
5. KNN eið Þ ¼ KNN Distance Calculate ei; kð Þ;
6. ρ eið Þ ¼ Local Density Calculate ei; KNN eið Þ; d1; d2ð Þ;
7. δ eið Þ ¼ Relative Distance Calculate eið Þ;
8. For each ei 2 Gr do // Select cluster center
9. If δ eið Þ � d2 then
10. CC [ eif g;
11. For each ci 2 CC do //Calculate the fuzzy membership degree
12: For each ej 2 grids do

13. uij ej; ci
� � ¼ FuzzyMembership Calculate ej; ci

� �
;

14. If uij ej; ci
� � � η then

15. Fc [ ej
� �

; // Combine non-cluster centers to fuzzy clusters

// Fc [ cif gf g denotes a fuzzy cluster whose cluster center is ci
16. FSc  FSc [ Fc [ cif gf g;//Combine all fuzzy clusters into FSc
17. For each Fc � FSc do
18. If Fc ⊈ any other fuzzy clusters then
19. MFc [ Fc;
20. Return MFc; // A set of maximal fuzzy clusters
End Function
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We can measure the fuzzy neighbor relationship between
instances by utilizing FND and in this way generate MFGCs for
the subsequent search for participating instances of patterns in regions.
Maximal fuzzy grid clique: a FGC is a subset I1 of spatial instance
set I, all of whose instances form a clique under the FGNR. If I1 is not
a subset of any other FGCs, we call I1 as a maximal fuzzy grid
clique (MFGC).

Drawing on the MFGCs generation approach described in Hu
et al. [10], for instances ei and e0i within grids, four regions
(r1; r2; r3; r4) are generated by coordinate translation to generate the
FGC of ei. For region r1, we add e0i to the set of FGCs for ei if the dis-
tance between ei and e0i satisfies ei:x � e0i:x �

ffiffiffi
2
p

d and
e0i:y � ei:y �

ffiffiffi
2
p

d, and the FGCs of other regions are generated sim-
ilarly. Subsequently, it performs a de-duplication operation on all
FGCs by removing the cliques that are already included in other FGCs
and finally generates a set of all MFGCs. In addition, if a FGC of an
instance ei contained in a candidate patternC has already been found in
region r1, the search is halted in regions r2, r3, and r4, avoiding redun-
dant searches for FGC generation. As shown in Figure 2, {B.2, C.1,
D.2} is a FGC. {C.3, C.4, C.5, C.6, C.7, D.1} is a MFGC.

After obtaining MFGCs, we can subsequently search for
participating instances of patterns in regions utilizing MFGCs.
Fuzzy participating instance: for a feature f 2 C where C is a
FRCP, 8 instance ei with feature f , if there exists a MFGC containing
pattern C that contains ei, we refer to ei as a fuzzy participating
instance (FPI) of C. The set of all fuzzy participating instances of
feature f in pattern C is denoted as FPI C; fð Þ.

For example, C ¼ {B, C, D} in Figure 2, the FPI ({B, C, D}, B)
= {B.1, B.2}. Because all these instances of feature B are contained
in the MFGCs containing pattern {B, C, D}.
Accumulated instance score: Firstly, we utilize the FND between ei
and its FGNs to calculate the instance score of ei, is defined as:

S eið Þ ¼
P

e0i2FGN eið Þ FND ei; e0ið Þ � FND ei; e0ið Þð ÞP
e0i2FGN eið Þ FND ei; e

0
ið Þ (8)

S eið Þ reflects the relevance between instance ei and its neighbors.
A higher S eið Þ means that ei is more relevant to its neighbors
and contributes more to them. For instance, FGN(B.2) = {B.2,
C.1, D.2}, FND(B.2, C.1)= 1, FND(B.2, D.2)= 0.7,
and S(B.2) is calculated as follows.

S B:2ð Þ ¼ FND B:2;B:2ð Þ2þFND B:2;C:1ð Þ2þFND B:2;D:2ð Þ2
FND B:2;B:2ð ÞþFND B:2;C:1ð ÞþFND B:2;D:2ð Þ ¼ 12þ12þ0:72

1þ1þ0:7 ¼ 0:92.

In the same way, S A:1ð Þ ¼ 12þ12þ0:62þ12þ0:92þ0:42
1þ 1þ0:6þ 1þ 0:9þ 0:4 ¼ 0:88. S(A.1) <

S(B.2) indicates that B.2 contributes more to its neighbors than A.1
contributes to its neighbors.

Next, to better reflect the influence of FGN(ei) on ei, we utilize
the sharing instance score (SIS) based on S eið Þ to calculate the influ-
ence of features in FGN(ei) on ei, which is defined as follows. Given

an instance ei, for e0i 2 FGN eið Þ and its feature f1 ¼ e0i:f , the SIS of the
instance ei that received by e0i is denoted as SIS ei; e

0
ið Þ, is defined as:

SIS ei; e0ið Þ ¼ S eið Þ
FGN ei; f1ð Þj j (9)

From formula (9), its denominator is the number of instanceswith feature
f1 in the FGN of ei. If an instance ei is shared bymultiple instances of the
same feature, the instance score of ei will be distributed to the
neighboring instances with the same feature on average. As shown in
Figure 2, FGN(A.1) = {A.1, B.1, B.3, B.5, C.2, D.4},
instance A.1 is shared by 3 instances with feature B, So the

SIS A:1;B:1ð Þ ¼ SIS A:1;B:3ð Þ ¼ SIS A:1;B:5ð Þ ¼ S A:1ð Þ
3 ¼ 0:88

3 ¼ 0:29,
on the contrary, SIS B:2; D:2ð Þ ¼ S B:2ð Þ ¼ 0:92, since no other
instances with feature D shares B.2 with instance D.2.

Then, to better calculate the contribution of the participating
instances in patterns, we need to accumulate the SIS obtained by
instance ei from its neighboring features type f1, f1 6¼ ei:f , i.e., accu-
mulated instance score of ei. It is defined as shown in formula (10).

AIS ei; f1ð Þ ¼ min
X

e0i2FGN eið Þ;f1¼e0i :f
SIS ei; e

0
ið Þ; 1

8<
:

9=
;: (10)

We limit the maximum accumulated instance score to 1. For
example, AS A:1;Bð Þ ¼ min

P
0:29þ 0:29þ 0:29ð Þ; 1f g ¼ 0:88;

AIS B:2;Dð Þ ¼ min 0:92; 1f g ¼ 0:92.
Fuzzy participating contribution index (FPCI): The FPCI

denotes the minimum value of the fuzzy participating contribution
ratio (FPCR) for all features in a pattern, while the FPCR is
defined as follows. Given an instance ei 2 FPI C; fð Þ, for feature
f 2 C, f1 2 C � ff g, where C is an FRCP, the FPCR of f to C is
defined as:

FPCR C; fð Þ ¼ 1
I fð Þj j �

X
ei2FPI C; fð Þ

X
f12C� ff g

AIS ei; f1ð Þ
C � ff gj j

0
@

1
A (11)

From formula (11), we derive that the FPCR C; fð Þ indicates the con-
tribution of f in C, where I fð Þj j denotes the number of instances with
feature f in C, and C � ff gj j denotes the total number of instances
with other features in C. A higher FPCR C; fð Þmeans that C contains
more participating instances of feature f . Based on the above meth-
ods of measuring pattern prevalence, we can ultimately derive all the
prevalent FRCPs in regions.

Lemma 1. The anti-monotone property. The FPCR and the FPCI
monotonically non-increase as the size of FRCPs increases.

Proof. Suppose two FRCPs C1 and C2, where C1 � C2 and C1j j2.
From concept of FPI, it follows that the features contained in a
FRCP and the FGNR between the corresponding instances of the
features will influence its FPI. Given a feature f 2 C1 and 2 C2, if
an instance ei of the feature f is a participating instance inC2, then it must
also be a participating instance in C1. That is, FPI C2; fð Þ � FPI C1; fð Þ.
In addition, according to the concept of FPCR, we have
P

ei2FPI C2;fð Þ

�P
ft2C� ff g

AIS ei;tð Þ
jC2� ff gj

�
�P

ei2FPI C1;fð Þ
P

ft2C� ff g
AIS ei;tð Þ
jC1� ff gj

��
,

so there is FPCR C2; fð Þ � FPCR C1; fð Þ. Consequently, the FPCR is
anti-monotone. The FPCI is also anti-monotone because it is the mini-
mum value of the FPCR for all features in the FRCP, i.e.,
FPCI C2ð Þ ¼ FPCI C1 [ fkþ1ð Þ ¼ minf2C1[fkþ1 FPCR C1 [ fkþ1; fð Þf g �
minf2C1

FPCR C1 [ fkþ1; fð Þf g � minf2C1
FPCR C1; fð Þf g ¼ FPCI C1ð Þ.

Figure 2
A spatial dataset with neighbor relationships
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Now we summarize the entire FRCP mining (FRCPM)
framework with the pseudocode presented in Algorithm 3.

In Algorithm 3, Step 1 generates a set of maximal fuzzy cluster
MFc by the EDPC algorithm. Steps 2–21 are to mine FRCPs within
each cluster and ultimately return the set of prevalent FRCPs within
all clusters. In detail, Step 6 generates all MFGCs to represent the
spatial transaction. The anti-monotone property, as described in
Lemma 1, ensures that when an FRCP is in size-h FRCPs Ph, all
of its subsets must also be in Ph�1. Consequently, Step 8 generates
a candidate patternCh by combining any two of the h-1 size prevalent
patterns. Steps 9–15 identify the participating instances ofC based on
MFGCs. Steps 16–17 calculate the fuzzy participating contribution
index (FPCI) for patternC and checkwhether the pattern is prevalent.
Step 18 evaluates and removes transactions that contain fewer than
hþ 1 features or instances to optimize memory usage and scanning
efficiency. In Step 19, all h-size prevalent FRCPs are collected. The
process of mining prevalent FRCPs is finished by constantly increas-
ing the size of h until the prevalent pattern Ph does not exist. Finally,
Step 21 returns the mining results of all prevalent FRCPs.

3. Complexity Analysis

This section provides a detailed analysis of the time and space
complexity associated with the FRCPM-EDPC-MFGC algorithm.
Let’s denote the number of spatial instances as n. After the grid-filtering,
we select a subset of spatial instances, which contains the number of
instances denoted as ng (ng < n), and the number of maximal fuzzy
clusters is represented byMF . The number of instances in eachmaximal
fuzzy cluster is denoted as nf (nf < n). The number of nearest

neighbors of an instance ei is denoted as k, and the size of patterns is
indicated by h. Additionally, during the process of generating MFGCs,
the total number of instances in the grids where instance ei is located, as
well as in its neighboring grids is Nei . The total number of generated
FGCs of instance ei is denoted asNF , and the number of FRCPs mined
by FRCPM-EDPC-MFGC algorithm is represented by Rj j.

The time complexity of mapping the data points into the grids is
O nð Þ. Selecting the grids with higher density using fast sorting is
O nlognð Þ. Computing the k-nearest neighbors is O n2g

� �
, while the

calculation of local density isO k � ng
� �

. The computation of relative

distance is O n2g
� �

, and the selection of cluster center is O ng
� �

. The
time complexity computing the fuzzy membership degree is

O

�
n � MFð Þ �M2

F

�
. The generation of maximal fuzzy clusters

requires O

�
n � MFð Þ �M2

F

�
operations. The time complexity of

searching for FGCs contained in the four regions (r1; r2; r3; r4) of
each instance ei within each cluster is O nf �Nei

� �
. The step of gen-

erating MFGCs by removing redundant FGCs, which have a time
complexity of O N2

Fð Þ. As shown in Algorithm 3, we generate a can-
didate pattern Ch by combining any two of the h-1 size prevalent pat-
terns Ph�1 (Step 8), which has a time complexity of O j Ph�1j2ð Þ,
where j Ph�1 j denotes the number of h-1 size prevalent FRCPs.
Steps 9–17 search for participating instances of each feature f in can-
didate FRCP C by traversing the transaction represented by MFGCs,
and thus checking whether a size-h candidate FRCP is prevalent,
with a time complexity of O Chj j � Tsj jð Þ, where Chj j indicates the
number of candidates FRCPs with size-h, Tsj j represents the number
of transactions. We then compute the FPCI of patterns by collecting
the set of participating instances for each feature in C, which has a

time complexity of O
�
FPIj j � Cj j � 1ð Þ

�
, where FPIj j is the total

number of participating instances in C. In conclusion, the final time
complexity of the FRCPM-EDPC-MFGC algorithm is

O

�
nþ nlognþ n2g þ k � ng þ n � MFð Þ �M2

F þMF � nf �Nei þ N2
F

�

þh � Ph�1j j2þ j Ch j � j Ts j þ FPIj j � Cj j � 1ð Þð Þ
��

.

The space complexity for storing k-nearest neighbors isO k � ng
� �

,
the space complexity for storing local density and relative distance is

O ng
� �

. Storing the fuzzy membership degree is

�
n � MFð Þ �MF

�
,

mining FRCPs is O Tsj j þ Rj j þ 1ð Þ. Based on the above analysis,
the total space complexity of the FRCPM-EDPC-MFGC algorithm
is O k � ng þ n � MFð Þ �MF þMF � Tsj j þ Rj j þ 1ð Þ� �

.

4. Experimental Performance Evaluation

In this section, we primarily focus on examining the impact of
several key factors, including the number of instances Ij j, the number
of features Fj j, gird width w (w ¼ ffiffiffi

2
p

d), the number of threads t, on
both the runtime and the results of FRCP mining algorithm achieved
by the FRCPM-EDPC-MFGC (EM) of this study and RCP mining
algorithm achieved by the DPC-Joinless (DJ) of Jiang et al. [16]. We
control a variable and fix other parameters in each experiment, as
shown in Table 1, where min prev is the minimum prevalence
threshold. Specifically, we conduct experiments utilizing the syn-
thetic dataset obeying the Poisson distribution in Section 4.1, as well
as the cluster-distributed Shenzhen POI dataset with 71606 instances
and 13 features in Section 4.2, where themeanings of features and the
corresponding number of instances as well as the distribution in the

Algorithm 3
FRCPM-EDPC-MFGC(I ,

ffiffiffi
2
p

d, k, η, p)

Input: I: a set of spatial instances;
ffiffiffi
2
p

d: the grid width; k: the
number of k-nearest neighbors; η: the threshold of fuzzy member-
ship degree; p: the prevalence threshold.
Output: PFRCP (a set of prevalent FRCPs).

Steps:
1. MFc ¼ EDPC I;

ffiffiffi
2
p

d; k; η
� �

; //maximal fuzzy cluster set
2. For MF 2 MFc do // FRCP mining in each MF
3. Ch  C2 ; Ph  P2 ; FPRCP ∅; h 2 // Initialize variables
4. For I � MF do // The grid splitting for instances within MF

5. grids ¼ grid � splitting I;
ffiffiffi
2
p

d
� �

;
6. Ts ¼ MFGC generation gridsð Þ;// Generate MFGCs
7. While Ph 6¼ ∅ do
8. Ch  CandidatePatternGeneration Ph�1ð Þ;
9: If Ch 6¼ ∅ then
10. For each Candidate pattern C 2 Ch

11. For each transaction T 2 Ts do
12: If T contains all the features in C then
13. For each instance i 2 T do
14. If ei:f 2 C \ ei =2 FPI C; fð Þ then
15. FPI C; fð Þ [ eif g;
16: If FPCI C; fð Þp do
17. Ph [ Cf g;
18. Remove Ts; hð Þ;
19. PFRCP PFRCP [ Phf g;
20. h h þ 1
21. Return PFRCP; // Return the set of prevalent FRCPs
End Function
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Shenzhen POI dataset are shown in Table 2 and Figure 3, respec-
tively. The configuration of the computer used for the following
experiments is Intel(R) Core(TM) i7-6700 with 4 cores and 8 threads
as well as 16 GB of RAM.

4.1. Effect of the parameters on the execution time

It is evident from Figure 4(a) that the algorithm’s runtime
progressively increases with an increase in the number of instances.
This can be attributed to the fact that the number of instances has a
direct impact on the number of fuzzy clusters, which in turn affects
the number of neighbor relationships between instances.
Consequently, it leads the algorithm to process a larger number of
instances and engage in more intricate calculations, resulting in
longer execution times. The EM algorithm uses grid-filtering to

reduce the clustering time and uses MFGCs to find the participating
instances of patterns, while the DJ algorithm needs to calculate the
neighbor relationships between all instances. Therefore, the EM
algorithm is faster than the DJ algorithm.

Concerning the number of features, there are two key aspects to
consider. Firstly, with the same number of instances, an increase in
the number of features results in a decrease in the number of instances
within each feature, while the proximity between the features
intensifies. This leads to a greater number of neighbor
relationships, demanding more time for the algorithms to detect
these relationships. Secondly, this increase in the number of
features changes the instance distribution, affecting not only the
number of fuzzy clusters but also the neighbor relationships
within these clusters. The interplay of these two factors may cause
the runtime as shown in Figure 4(b): decreasing progressively as
the number of features increases. The DJ has an overall longer
runtime compared to the EM because it needs to identify more
neighbor relationships between different features in this context,
while the EM utilizes MFGC to search for participating instances,
resulting in relatively lower time consumption.

Concerning the grid width w, on the one hand, according to
formula (6), w has an impact on the density of grids, which sub-
sequently influences the number of fuzzy clusters. In addition,
increasingw causes the EM to calculate more neighbor relationships.
Due to the combined effect of these two aspects, the runtime steadily
increases with increasing w, as shown in Figure 4(c).

Concerning the comparison of the runtime between the algorithms
and its parallel version, the results reveal that the parallel EM algorithm
exhibits a lower overall time cost compared to the DJ algorithm.
Moreover, some tasks with longer execution times may be blocked
due to the greed strategy and predetermined allocation of threads
within the thread pool, increasing the overall time cost of the
algorithm. For instance, as shown in Figure 4(d), increasing the
number of threads from 4 to 8 does not lead to a substantial
reduction in the algorithm’s runtime (but still has the advantage of time).

Finally, we compute the ratio of the difference between the
runtime of the EM and the DJ to the total runtime of the DJ and
then calculate the mean value of this ratio for all parameters. We
can conclude that compared to the DJ algorithm, the EM
algorithm saves about 40% of the time cost. In summary, the EM
algorithm shows higher performing efficiency.

Table 2
Details of Shenzhen POI dataset

Feature Meaning Instances Feature Meaning Instances

A Company 20230 B Residence 8955
C Snack bar 6666 D Supermarket 6300
E Furniture

store
5864 F Clothing

store
5513

G Restaurant 4538 H Barber shop 3888
I Electronic

store
2447 J Parking lot 2393

K Post office 1761 L Farmers
market

1603

M School 1448

Figure 3
Distribution of Shenzhen POI dataset

Figure 4
Effect of parameters for execution time

0

20

40

60

5 10 20 30
Number of features

EM DJ

1
10

100
1000

10000

e
mitnu

R
(s

)

Number of instances

EM DJ

0

100

200

300

1 2 4 8
Number of threads

EM DJ

0

20

40

400 450 600 800

e
mitnu

R
(s

)

Grid width (m)

EM

(a) (b)

(c) (d)

Table 1
Parameter settings corresponding to different variables

Variables Parameter settings

Ij j Fj j ¼ 10, w ¼ 500
ffiffiffi
2
p

, min prev ¼ 0:37, t ¼ 8.
Fj j Ij j ¼ 20000, w ¼ 500

ffiffiffi
2
p

, min prev ¼ 0:23, t ¼ 8.
w Ij j ¼ 20000, Fj j ¼ 10, min prev ¼ 0:3, t ¼ 8.
t Ij j ¼ 50000, Fj j ¼ 10, w ¼ 500

ffiffiffi
2
p

, min prev ¼ 0:48.
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4.2. Analysis on the real dataset

In this section, we applied the EM algorithm to the Shenzhen
POI dataset with the following parameters: k ¼ 150, t ¼ 8,
w ¼ 220

ffiffiffi
2
p

, min prev ¼ 0:4. We conducted a comparative analysis
of themining results with both the global mining algorithmGCP [10]
and the DJ algorithm.

4.2.1. Comparison with the GCP mining algorithm
Table 3 describes the runtime of each algorithm and the mean

values of the neighboring distances between instances corresponding
to the features within some of the mined patterns. We can observe
that the EM algorithm mines patterns that cannot be mined in the
GCP mining method, and we select the pattern {A, J} to
elaborate. As can be seen in Table 2, the number of instances of
feature A is relatively large and the number of instances of feature
J is relatively small. Although the GCP algorithm also considers
fuzzy neighbor relationships between instances, it cannot discover
the pattern {A, J} that occurs prevalently only in a local region.

In addition, we can see from Table 3 that the distribution of
patterns mined by the EM algorithm is more compact, i.e., the
relative distances between the instances of different features are
closer compared to the GCP mining method. This can be
confirmed by the mean values of the distances between instances
corresponding to the features in these patterns. In summary, the
local region mining algorithm EM is better than the global mining
algorithm GCP.

4.2.2. Comparison with the other RCP mining algorithm
In this section, we present a comparative analysis of the EM and

DJ algorithms. To reflect the difference in the prevalence of the FPCI
and the PI metric, we analyze the mining results by examining top-15
patterns ranked in descending order of prevalence. Table 4 presents
the top-15 prevalent patterns discovered using the FPCImetric, along
with the corresponding prevalence values and rankings obtained
using the PI metric. In particular, we focus our attention on the
top-2 pattern in Table 4.

We first compare the differences in the distribution of instances
with different features in the prevalent region of FRCP {I, K} mined
by EM and that of RCP {I, K} mined by DJ respectively. From
Table 4, we can see that pattern {I, K} ranks 2nd in the FPCI
metric, while it ranks 68th in the PI metric. This is because we
can observe from the left side of Figure 5 that the number of
instances with features I and K in the pattern {I, K} mined by EM
is fewer, but the multiple instances of feature I tend to cluster

around feature K in local regions, leading to the complex
neighbor relationship between instances of feature I and K. The
FPCI metric considers the contribution of participating instances
in a pattern by incorporating the fuzzy neighbor degree and
sharing instance score as a way to mine the pattern {I, K}.

In contrast, as evident from the right side of Figure 5, the
instances of different features in the prevalent region of RCP
{I, K} identified by the DJ algorithm are relatively distant from
each other, as instances tend to gather within the same feature,
resulting in a more dispersed distribution among different features.
The PI metric solely considers the number of instances involved
in the pattern without acknowledging the sharing neighbor
relationships among instances, resulting in a lower PI value for
the pattern {I, K} mined by the DJ algorithm compared to the
other patterns mined by the DJ. Meanwhile, Table 3 indicates that
the total runtime of the EM algorithm is 513.783 s, which is
lower than that of the DJ algorithm with 581.647 s. The mean
value of the distances between instances within the pattern {I, K}
mined by EM is 4980.47 m, which is smaller than that of DJ with
5126.805 m.

Through a comprehensive analysis of the above experimental
results, it can be concluded that the EM algorithm excels in
performing efficiency and identifying patterns with a more tightly
distributed set of instances.

5. Conclusion and Future Work

In this study, we propose a novel FRCP mining algorithm that
combines the efficient density peak clustering (EDPC) and the
maximal fuzzy grid clusters (MFGCs). Firstly, the EDPC utilizes
grid-filtering to filter out grids with lower densities, which
effectively solves the problem of excessive time consumption for
calculating the local density and then generates local regions with

Table 3
Details of comparison with the mining results for

different algorithms

Algorithm EM DJ GCP

Runtime(s) 513.783 581.647 177.812

Mean of distance {F, I} 3905.528 4200.954 22319.901
{I, K} 4980.47 5126.805 ×
{A, B} 4990.716 5780.569 20081.509
{C, G} 6069.569 5411.741 22470.22
{C, D} 6866.761 4476.587 22336.801
{D, E} 6534.921 5819.532 22963.611
{A, J} 4418.74 5310.059 ×

* “×” indicates that the pattern was not mined.

Table 4
Mining results of patterns with top-15 prevalence

Top-15 patterns

Prevalence measure

FPCI Rank PI Rank

{F, I} 0.57713 1 0.77273 18
{I, K} 0.56112 2 0.50992 68
{A, B} 0.50465 3 0.90633 1
{C, G} 0.50432 4 0.87635 4
{C, D} 0.49495 5 0.88853 2
: : : : : : : : : : : : : : :

{D, E} 0.47303 14 0.77968 16
{A, J} 0.47118 15 0.82692 8

* “×” indicates that the pattern was not mined.

Figure 5
Distribution of instances in the prevalent regions of pattern

{I, K} mined by the EM (left) and DJ (right)
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ambiguous boundaries. Secondly, a set ofMFGCs is generated based
on fuzzy neighbor relationships within each local region to collect
the participating instances of patterns, and the FPCI metric is used
to measure pattern prevalence, which effectively solves the
problem of overestimation of pattern prevalence in traditional
RCP mining. Experimental results demonstrate that the proposed
FRCPM-EDPC-MFGC algorithm surpasses not only the global
mining algorithm GCP but also the current state-of-the-art RCP
mining algorithm DPC-Joinless. Moreover, it successfully
identifies prevalent regions with tighter instance distributions.

However, this study simplifies the representation of physical entities
as point instances, exploiting a simple greedy strategy to allocate threads
in the parallelization process. Additionally, determining thresholds (e.g.,
grid width) is also a challenge. Therefore, the further research directions
are as follows: (1) expanding the research scope to various types of spatial
instances, such as those with uncertain shape, (2) considering more
efficient parallelization algorithms applied in FRCP mining within
each maximal fuzzy cluster, and (3) improving the adaptability of grid
width and prevalence threshold computation to minimize user
intervention.
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