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Multiple Regression Model as Interpolation
Through the Points of Weighted Means
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Abstract:Awell-known property of the multiple linear regression is that its plane goes through the point of the mean values of all variables, and
this feature can be used to find the model’s intercept. This work shows that a regression by n predictors also passes via n additional points of the
specificweightedmean values. Thus, the regression is uniquely defined by all these n+1multidimensional points ofmeans, and approximation of
observations by the theoretical model collapses to the interpolation function going through the knots of the weighted means. This property is
obtained from the normal system of equations which serves for finding the linear regression parameters in the ordinary least squares approach.
The derived features can be applied in nonlinear modeling for adjusting the model parameters so that the fitted values would go through the same
reference points of means, that can be useful in applied regression analysis. Numerical examples are discussed. The found properties reveal the
essence of regression function as hyperplane going through special points of mean values, which makes regression models more transparent and
useful for solving and interpretation in various applied statistical problems.
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1. Introduction

Anew interpretation of regressionmodel as interpolation through
several special points ofweightedmean values is suggested. It is useful
for explaining the linear model features, and for adjustment in the
nonlinear models.

One of the main tools of the applied statistics used in various
estimations by the observed data is linear regression modeling. Such
models can be built by minimization of the total squared errors by
the response variable, that produces the so-called normal system of
equations for estimation of the model parameters. This model is
known as the ordinary least squares (OLS) regression which helps in
the analysis, classification, prediction, finding key drivers among the
explanatory variables, and many other aims of practical statistical
evaluations.

There are tons of books and articles devoted to the OLS models
and their applications [1–13]. Multiple works describe software on the
topics of linear and nonlinear statistical modeling [14–19].

The current paper describes a hardly known property of the OLS
regression: its line, or plane (or hyperplane in the case of multiple
predictors) always goes via several points defined by some
specific weighted mean values. A much more known property of
the OLS linear regression is that it passes through the point of the
mean values of its variables, and this feature is used in finding the
model’s intercept. The current work extends this property and
shows that a regression by n predictors also goes through n other
points of weighted mean values. These mean values can be
calculated from the data even before the regression is built. Thus,
the approximation of observations by the theoretical model with

1+n parameters (the intercept and coefficients of regression) can
be considered as the interpolation through all the knots defined by
the weighted means. This property is obtained from the normal
system of equations which is commonly used for finding the
linear regression parameters. Consideration of such properties was
started by Lipovetsky and Conklin [20], and the current work
develops this study further.

The mentioned knots of the special weighted mean values can
be called the reference points. The newly introduced reference points
play the main role in reducing a regression approximation to the
model of interpolation. As shown in the current work,
approximation of the data by the theoretical model in the OLS
approach can be seen as collapsing observations to the special
weighted means used for the interpolation function. This approach
reminds some other techniques of reduction observations to their
frequencies, or clusters, helpful to build both linear and nonlinear
models [21, 22].

The same reference points property can be applied in nonlinear
modeling, especially for the generalized linear models (GLMs)
which can be represented via the linear-link functions [23]. In
some problems, it is required to adjust GLM parameters so that
the fitted values would go through the same points of the
original mean values. In the work of King and Zeng [24], it was
considered how to modify an intercept in logistic regression so
that it would better reproduce the original frequency of the
binary response. The current work shows how to build a logit
model which fits the reference points of the original weighted
mean values, and predicts the probability within the required 0–1
interval. Numerical examples show that this approach can help
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in regression interpretation and in solving various applied statistical
problems.

The paper is structured as follows. After introduction, Section 2
describes the simple linear regression as a line connecting two points.
Section 3 considers the OLS normal equations and their
transformation to the problem of interpolation by several reference
points of weighted means. Section 4 extends this technique to the
GLM linear link-function. Section 5 presents numerical examples, and
Section 6 summarizes.

2. Simple Linear Regression as a Line Through
Two Reference Points

Let us consider the linear regression in a simple case of two
observed variables x and y, when the model for the dependent
variable can be written as

yi ¼ a0 þ a1xi þ εi (1)

in which i denotes observations (i= 1, 2, : : : ,N,whereN – their total
number), a0 and a1 are parameters of the model, and ε is the error by
y. The OLS criterion consists in minimizing the sum of squared
deviations:

S2 ¼ P
N
i¼1 εi

2 ¼ P
N
i¼1 yi � a0 � a1xið Þ2 (2)

Equalizing the derivatives by the unknown coefficients to zero yields
the so-called normal system:

P
N
i¼1 yi ¼ a0N þ a1

P
N
i¼1 xiP

N
i¼1 xiyi ¼ a0

P
N
i¼1 xi þ a1

P
N
i¼1 xi

2

�
(3)

Solving the system of linear by the parameters a0 and a1 Equation (3)
produces the estimates for the regression coefficients – the intercept
and slope:

a0 ¼ y � a1x ; a1 ¼ covar x; yð Þ
var xð Þ ¼

P
N
i¼1

xi�xð Þ yi�yð ÞP
N
i¼1

xi�xð Þ2 (4)

in which the bar above a variable denotes its mean value. The slope a1 is
defined as the quotient of the sample covariance of x and y to the vari-
ance of the independent variable x. The intercept a0 in Equation (4)
corresponds to the first equation in Equation (3) divided by the number
of observations N, so the regression model in explicit form is

y ¼ a0 þ a1x ¼ y þ a1 x � xð Þ (5)

in which the slope a1 is defined in Equation (4). If the variable x equals
its mean value, x ¼ x, then the variable y becomes equal its mean
value, y ¼ y. Thus, in the plane with the coordinates x and y, the line
Equation (5) of the linear regression goes through the point (x; y) of
the mean values. As is known, a unique line in a plane always goes via
two points, so what exactly is the second point for the Equation (5)?

To find it, let us assume that the total of x differs from zero, so
we can divide the second equation Equation (4) by it and present the
intercept a0 as:

a0 ¼
P

N
i¼1

yixiP
N
i¼1

xi
� a1

P
N
i¼1

xi2P
N
i¼1

xi
¼ P

N
i¼1

xiP
N
j¼1

xj
yi � a1

P
N
i¼1

xiP
N
j¼1

xj
xi

(6)

Introducing the weights of x values in their total,

wi ¼ xiP
N
j¼1

xj
;

P
N
i¼1 wi ¼ 1 ; (7)

it is possible to reduce the expression Equation (6) to the following:

a0 ¼
P

N
i¼1 wiyi � a1

P
N
i¼1 wixi ¼ yw � a1xw (8)

in which yw and xw are the weighted mean values of the y and x var-
iables, respectively, with the weights of the x values in their total
Equation (7). Therefore, the regression model, besides the point of
mean values Equation (5), goes also through the second point of
the weighted mean values (xw; yw).

The line of pair regression going through two found points of
the means (x; y) and the weighted means (xw; yw) is defined by
the first equation in Equations (4) and (8) for the intercept, that
can be represented in the transformed systemEquation (3) as follows:

y ¼ a0 þ a1x
yw ¼ a0 þ a1xw

�
(9)

Solving this system for the coefficients of regression reveals the for-
mulae

a1 ¼ yw�y
xw�x ; a0 ¼ y � yw�y

xw�x x (10)

which are the slope and intercept of the model. Then the regression
Equation (5) expressed via the points of means and weighted means
of the variables is

y ¼ a0 þ a1x ¼ y þ yw�y
xw�x x � xð Þ ¼ y xw�yw x

xw�x þ yw�y
xw�x x (11)

Indeed, the equality x ¼ x yields y ¼ y, and equality x ¼ xw leads to
y ¼ yw. It is easy to show that the slope in Equation (11) can be trans-
formed to the expression

a1 ¼ yw�y
xw�x ¼

P
N
i¼1

yixiP
N
i¼1

xi
�yP

N
i¼1

xi
2P

N
i¼1

xi
�x

¼
P

N
i¼1

yixi�Ny xP
N
i¼1

xi2�Nx2
¼

P
N
i¼1

xi�xð Þ yi�yð ÞP
N
i¼1

xi�xð Þ2 (12)

It coincides with the regular definition of the slope Equation (4), but
the slope in the Equations (10)–(11) has the explicit meaning of the
line going through two points of themean andweightedmean values.

3. Multiple Linear Regression as Interpolation by
Reference Points

Let us extend the above given derivation to the general case of n
predictors, when the linear model for the dependent variable is

yi ¼ a0 þ a1x1i þ a2x2i þ . . .þ anxni þ εi (13)

and the OLS criterion can be presented as follows:

S2 ¼ P
N
i¼1 εi

2 ¼ P
N
i¼1 yi � a0 � a1x1i � . . .� anxnið Þ2: (14)

Minimization of the objective Equation (14) consists in taking
derivatives by the unknown coefficients and equalizing them to
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zero, which yields the normal system of equations:

P
N
i¼1 yi ¼ a0N þ a1

P
N
i¼1 x1i þ . . . þ an

P
N
i¼1 xniP

N
i¼1 x1iyi ¼ a0

P
N
i¼1 x1i þ a1

P
N
i¼1 x1i

2 þ . . .þ an
P

N
i¼1 x1ixni

� � � � � � � � � � � � �P
N
i¼1 xniyi ¼ a0

P
N
i¼1 xni þ a1

P
N
i¼1 xnix1i þ . . .þ an

P
N
i¼1 xni

2

8>>>>><
>>>>>:

(15)

The first Equation (15) produces the well-known expression for the
intercept:

a0 ¼ y � a1x1 � . . .� anxn (16)

which means that the hyperplane of the multiple linear regression
goes via the point of mean values in the space of all the variables.
Substituting the intercept Equation (16) into the other n
Equation (15) reduces them to the following equation in the
matrix form and its solution:

Cxxa ¼ cxy; a ¼ C�1
xx cxy ; (17)

in which Cxx and cxy are the n-th order sample covariance matrix and
vector of the x variables among themselves, and with y variable,
respectively. The solution for the vector a of the coefficients of
regression is given via the inverted matrix C�1

xx , which is convenient
for calculations but is not helpful for understanding a meaning of the
OLS result Equation (17).

To obtain a more interpretable form of the OLS solution, let us
prove the following theorem: for the nonzero totals by each
predictor, the approximation of observations by the multiple
linear regression with 1+n parameters of the intercept and
coefficients of regression can be presented as the hyperplane
model of interpolation function through all 1+n points of the
special weighted mean values.

To prove it, let us reformulate the normal system Equation (15)
so that its solution would become clearly interpretable and
meaningful. In assumption of the total of any x differs from zero,
we divide each j-th Equation (15) by the term used in this
equation with the intercept a0, so the system Equation (15) becomes

1
N

P
N
i¼1 yi ¼ a0 þ a1

1
N

P
N
i¼1 x1i þ . . . þ an

1
N

P
N
i¼1 xniP

N
i¼1

x1iP
N
j¼1

x1j
yi ¼ a0 þ a1

P
N
i¼1

x1iP
N
j¼1

x1j
x1i þ . . .þ an

P
N
i¼1

x1iP
N
j¼1

x1j
xni

� � � � � � � � � � � � �P
N
i¼1

xniP
N
j¼1

xnj
yi ¼ a0 þ a1

P
N
i¼1

xniP
N
j¼1

xnj
x1i þ . . .þ an

P
N
i¼1

xniP
N
j¼1

xnj
xni

8>>>>>><
>>>>>>:

(18)

The quotients in each j-th Equation (18) are nothing else but the
weights of i-th observations in their total for each variable xj.
These sets of weights can be denoted as follows:

w1i ¼ x1iP
N
j¼1

x1j
; . . . ; wni ¼ xniP

N
j¼1

xnj
(19)

with the totals for each set equals one:

P
N
i¼1 w1i ¼ 1 ; . . . ;

P
N
i¼1 wni ¼ 1 (20)

Using the weights Equation (19), we introduce notations for the
weighted means for all values in Equation (18):

y ¼ 1
N

P
N
i¼1 yi ; x1 ¼ 1

N

P
N
i¼1 x1i ; . . . ; xn ¼ 1

N

P
N
i¼1 xni

yw1 ¼
P

N
i¼1 w1iyi; x1:w1 ¼

P
N
i¼1 w1ix1i; . . . ; xn:w1 ¼

P
N
i¼1 w1ixni

� � � � � � � � � � � � �
ywn ¼

P
N
i¼1 wniyi; x1:wn ¼

P
N
i¼1 wnix1i; . . . xn:wn ¼

P
N
i¼1 wnixni

8>>><
>>>:

(21)

in which ywj are the mean values of y, and xk:wj are the mean values of
xk, weighted by the j-th set of the weights built by xj (j= 1, 2, : : : , n)
in their total Equation (19). The system Equation (18) can be repre-
sented via the mean values Equation (21) in the equations:

y ¼ a0 þ a1x1 þ . . . þ anxn
yw1 ¼ a0 þ a1x1:w1 þ . . .þ anxn:w1

� � � � � � �� �
ywn ¼ a0 þ a1x1:wn þ . . .þ anxn:wn

8>><
>>:

(22)

Each row in the expressions Equation (21) define one of the 1+n
reference points of the mean values, and the system Equation (22)
describes the hyperplane going through all these points in the
(1+n)-dimensional space of all the variables, which proves the
theorem.

Solving the systemEquation (22),we obtain the same values of the
parameters a of regression Equation (17), but they can be expressed via
the coefficients of mean values used in this system. To relax the
condition of the total by each predictor differs from zero, instead of
the weighted mean values Equation (18) it is possible to work with
the total of each variable weighted by the x values Equation (15), so
dividing by the total of x values for normalization of the weights is
not necessary. Though, for a clearer explanation and interpretation of
the obtained results it is more convenient to employ the terms of the
weighted mean values.

A convenient way to find the coefficients of the hyperplane
going via the reference points Equation (22) is known in the
analytic geometry [25]. For this aim, the determinant equation
based on the system Equation (22) can be employed:

y x0 x1
y 1 x1

. . . xn

. . . xn
yw1 1 x1:w1
� � �
ywn 1 x1:wn

. . . xn:w1
� �
. . . xn:wn

���������

���������
¼ 0 (23)

The first row of this determinant consists of the variables’ names,
including x0 for the variable identically equal one, x0 = 1, which is
used with the intercept. All the other rows contain numerical
values of the coordinates of the reference points. If to take the
first row’s elements equal the elements of any other row, the
determinant would have the same two rows, so it equals zero.
Therefore, this hyperplane goes exactly via each of the
reference points. Decomposing this determinant by the
elements of the first row, yields the equation of the hyperplane
in the explicit formula.

Let us take an example of the model with one predictor, when
the Equation (23) becomes

Journal of Data Science and Intelligent Systems Vol. 2 Iss. 4 2024

207



y x0 x1
y 1 x1
yw1 1 x1:w1

������
������ ¼ y � 1 x1

1 x1:w1

����
����� x0 � y x1

yw1 x1:w1

����
����þ x1

� y 1
yw1 1

����
����

¼ 0

(24)

Recalling the identity x0= 1, and finding the determinants of the
second order, we can solve the Equation (24) for the variable y,
which yields:

y ¼ y x1:w1�yw1 x1
x1:w1�x1

þ yw1 �y
x1:w1�x1

x1 (25)

With only one predictor, we can simplify x1 as x, and w1 as w, so the
relations Equations (19)–(20) reduce to the weights Equation (7).
Then the Equation (25) coincides with the Equation (11) for the
simple pair regression.

It is useful to note that if to work with the centered data as in the
solutions Equations (4) and (17), so with the variables with zero mean
values, then it is yet possible to find the reference points throughwhich
the plane or hyperplane of the models always go. The weights in that
case are proportional to the items of the squared centered values in the
total variance, and theweightedmeans are built by the partial slopes by
observations. More detail on this and other weighting schemes are
discussed in Lipovetsky and Conklin [20].

4. Implementation for GLM Adjustment to the
Reference Points

The reference points of the OLS linear regression can be used
for adjustment of the nonlinear models. Sometimes it is needed to
alter parameters of a nonlinear model so that the fitted values
would go through the same points of the original mean values. It
is especially useful for the generalized linear models, GLM, which
can be represented via the linear-link functions. For example, it is
possible to modify an intercept in logistic regression so that it
would better reproduce the original frequency of the binary
response, as it was shown in King and Zeng [24]. Let us describe
how to build a modified logistic model which fits the reference
points of the original weighted mean values, and at the same time,
keeps the predicted probability values in the required 0–1 interval.

As it is well-known, for a binary outcome y, the logistic
regression can be constructed by the maximum likelihood
criterion, and the probability estimation p by this model is
performed using the expression

p ¼ 1
1þexp � b0þb1x1þ...þbnxnð Þð Þ (26)

in which b denotes coefficients with the predictors in the logit model.
The expression Equation (26) can be rewritten in the linear-link
function by the following transformation:

ln p
1�p ¼ b0 þ b1x1 þ . . .þ bnxn (27)

Using the new dependent variable

z ¼ ln p
1�p (28)

the relation Equation (27) can be considered as a linear model. As it was
described above in the relations Equations (21)–(23), multiple linear
regression traverses the reference points of the mean and weighted
mean values. Thus, if to require the logistic regression to pass through
the same reference points, we define 1+n values of the probabilities p
to be equal the mean and weighted mean values of the binary
outcome variable y with the weights by the predictors’ values
Equations (19)–(20):

p0 ¼ y; p1 ¼ yw1; . . . ; pn ¼ ywn (29)

ThevaluesEquation (29) canbeused for finding thedependentvariable z
Equation (28) for the left-hand side of the linear model Equation (27):

z0 ¼ ln y
1�y ; z1 ¼ ln yw1

1�yw1
; . . . ; zn ¼ ln ywn

1�ywn
(30)

Substituting the mean and weighted mean values of y variable in the
Equations (21)–(23) by the set of these new variables Equation (30),
we can solve this system of equations and obtain the estimation of the
parameters of logistic regression in the linearized form Equation (27).
Then we return to the initial logit model Equation (26) for making
estimation of the probability at each point of observations. Due to the
property of interpolation by the reference points, this logistic
regression goes through the mean and weighted mean values
Equation (29) of the original binary outcome variable. We can call
this mix-model the OLS.Logit regression.

5. Numerical Example

For an explicit numerical illustration, a small dataset is takenwith
ten observations by two variables y and x, shown inTable 1.Additional
columns contain the weights w of x values in their total and y and x
values weighted. The last rows present needed for calculations the
total values, the means, and the standard deviations (std).

The coefficient of correlation between y and x is r= 0.778, so with
the std values fromTable 1 the regular regression estimation for the slope
parameter (1)–(4) equals a1 = r*std(y)/std(x)= 0.778*4.32/3.5= 0.96.
The intercept (4) equals a0 ¼ y � a1x ¼ 8:0� 0:96 � 5:6 ¼ 2:62.
On the other hand, with the mean values y ¼ 8:0; x ¼ 5:6, and the
weighted mean values yw ¼ 9:89; xw ¼ 7:57, the slope parameter
(10) equals a1 = (9.89–8.0)/(7.57–5.6)= 0.96. Thus, it coincides with
the regular estimation, and the intercept (10) in the new estimation is
2.62, as expected.

Table 1
Example 1: A dataset with ten observations

i y x w y*w x*w

1 1 2 0.04 0.04 0.07
2 6 0 0.00 0.00 0.00
3 2 3 0.05 0.11 0.16
4 10 7 0.13 1.25 0.88
5 8 5 0.09 0.71 0.45
6 12 11 0.20 2.36 2.16
7 11 10 0.18 1.96 1.79
8 12 8 0.14 1.71 1.14
9 13 6 0.11 1.39 0.64
10 5 4 0.07 0.36 0.29
Total 80 56 1 9.89 7.57
Mean 8.0 5.60 0.10 9.89 7.57
Std 4.32 3.50 0.06 0.86 0.74
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The scatterplot and the line of regression for the data fromTable 1
are presented in Figure 1. The regression equation and its coefficient of
determination are y= 0.96x+ 2.62 and R2= 0.61, so the quality of the
model is good. The points of the mean values and the weighted mean
values are also shown in the graph, and the interpolation line passing
through these two points coincides, as we now know, with the linear
regression trend.

For the second example, the dataset “attitude” is taken from the R
package “datasets”. This dataset is considered in Chatterjee and Hadi
[26], and it describes a survey of the employees in a large financial
organization, with the data aggregated from the questionnaires for
respondents from thirty departments. The results of survey define the
percent of favorable responses by the following variables: y – overall
rating; x1 – handling of employee complaints; x2 – does not allow
special privileges; x3 – opportunity to learn; x4 – raises based on
performance; x5 – too critical; x6 – advancement. The data were
transformed from the percent into the decimal portions, and for the
aim of example the outcome y was made a binary variable with the
value 0 or 1 when it was less or not of the mean level, respectively.

For building the OLS multiple regression, we find the normal
system of Equation (15) which is given in Table 2.

The first column in Table 2 presents the vector at the left-hand side
and then goes thematrix at the right-hand side of the Equation (15). The
column of the variable x0 contains the totals of observations by each
predictor, which corresponds to the coefficients used with the
intercept in Equation (15). Dividing the rows in Table 2 by these
total values yields the normalized system (18) shown by its
coefficients in Table 3.

Coefficients in Table 3 correspond to the mean and weighted
mean values defining the reference points in the expressions
(21)–(23) as well. Solving such a system yields the parameters of

the Equation (13) estimated by the OLS regression modeling with
help of the lm function in R.

These OLS parameters are shown in the first column of the
numerical results in Table 4.

The next column of Table 4 presents coefficients of the regular
logit regression for the binary outcome, built by the known glm R
function. The last column in Table 4 contains the adjustment of
the logistical regression described in the Equations (26)–(30) for
the OLS.Logit model which satisfies the reference points. This
model parameters can be obtained using the function solve in R,
with the matrix of the reference points (22) and vector of the
dependent variable defined in Equation (30).

The three solutions in Table 4 could seem rather different;
however, they are very highly correlated – their correlation matrix
is shown in Table 5.

Such a high correlation between different sets of the models’
parameters leads to the predicted values close between themselves.
For each of the three models considered in Table 4, the fitted
values for the outcome variable y were estimated: by the OLS
linear model Equation (13), by the logit model Equation (26), and
by the OLS.Logit Equations (26)–(30) regression. Table 6 shows
correlations of the outcome y with the three fitted sets.

Figure 1
Scatterplot, regression line, and the points of mean and weighted

mean values

y = 0.9601x + 2.6232

Table 2
Example 2: Normal system for the OLS regression

y x0 x1 x2 x3 x4 x5 x6

x0 17.00 30.00 19.98 15.94 16.91 19.39 22.43 12.88
x1 12.72 19.98 13.82 10.88 11.53 13.18 15.01 8.67
x2 9.91 15.94 10.88 8.90 9.19 10.47 11.97 6.97
x3 10.42 16.91 11.53 9.19 9.93 11.16 12.68 7.45
x4 11.80 19.39 13.18 10.47 11.16 12.85 14.61 8.50
x5 12.93 22.43 15.01 11.97 12.68 14.61 17.05 9.71
x6 7.75 12.88 8.67 6.97 7.45 8.50 9.71 5.84

Table 3
Example 2: Normal system for the OLS regression given in the

reference points

y x0 x1 x2 x3 x4 x5 x6

x0 0.567 1 0.666 0.531 0.564 0.646 0.748 0.429
x1 0.637 1 0.692 0.545 0.577 0.660 0.751 0.434
x2 0.622 1 0.683 0.559 0.577 0.657 0.751 0.437
x3 0.616 1 0.682 0.543 0.587 0.660 0.750 0.440
x4 0.609 1 0.680 0.540 0.575 0.663 0.753 0.439
x5 0.576 1 0.669 0.534 0.565 0.651 0.760 0.433
x6 0.602 1 0.673 0.541 0.578 0.660 0.754 0.453

Table 4
Example 2: Parameters of OLS, Logit, and

OLS.Logit regression models

OLS Logit OLS.Logit

Intercept −1.443 −24.473 −8.040
x1 2.468 44.452 10.501
x2 0.375 9.334 1.505
x3 −0.056 −11.434 −0.301
x4 −0.030 −9.627 −0.362
x5 −0.098 −3.126 −0.437
x6 0.678 14.037 2.900

Table 5
Example 2: Correlations of vectors of OLS, Logit, andOLS.Logit

solutions

Solution OLS Logit OLS.Logit

OLS 1 0.972 0.996
Logit 0.972 1 0.958
OLS.Logit 0.996 0.958 1
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All three vectors of fitted values are highly correlated and they are
also in good correspondencewith the observed y variable. The squared
correlations of ywith each of its fit vectors can serve as characteristics
of multiple determination for the models presented in Table 4. It is
useful to note that some predictions by the OLS model are below
zero or above one, while both Logit and OLS.Logit produce all
predictions within the meaningful probability interval from 0 to 1.

Dichotomizing the predicted variables as 0 or 1 for the values
below the level 0.5 and values equal or higher than 0.5, we construct
the cross-tables of counts for the original versus the predicted
values – see Table 7.

The last row in Table 7 presents the hit rate, or the total of the
correct predictions (sum of the diagonal counts) in the total number
of observations. The OLS and OLS.Logit demonstrate a higher hit
rate, but in general all models support results of each other.

The third example considers the physicochemical features of the
red wine described in Cortez et al. [27] with the data available at the
repositories. From that dataset of 1599 observations by 12 variables,
the three predictors mostly correlated with the outcome y variable
were taken – those are: y – quality of wine (sensory preference in
10-point scale); x1 – volatile acidity (g/dm3); x2 – sulphates (g/dm3); and
x3 – alcohol (% vol).

The OLS multiple regression was built by solving the normal
system of Equation (15). For these data, the second moments of
the variables comprising the coefficients of the normal system are
presented in Table 8. It is arranged similarly to Table 2, with the
first column corresponding to the vector at the left-hand side
Equation (15), and the next columns correspond to the matrix at
the right-hand side of Equation (15). The column of x0 contains
the totals of the observations by each predictor.

Dividing rows in Table 8 by these totals by each predictor, we
obtain the normalized system Equation (18), whose coefficients are
shown in Table 9.

Coefficients in Table 9 present the mean and weighted mean
values of the reference points in the expressions Equations (21)–(23).
Solving any of these systems, we obtain the parameters of the
Equation (13).

The pair correlations of y with xs and results of the OLS
regression modeling performed in R are presented in Table 10.

We see that t-statistics for each coefficient of regression is much
bigger than the threshold of z= 1.96 so all parameters are significant
with high confidence probability. The coefficient of multiple

determination R2 in this model equals 0.336, with F-statistics
equals 369, so the model is statistically significant.

In Cortez et al. [27], it is discussed that a wine certification is
usually assessed by the physicochemical and sensory tests, and the
latter ones rely mainly on human experts. However, taste is the least
understood of the human senses, and relationships between
physicochemical observations and sensory tests are complex and
still not fully understood. It makes wine classification a difficult
task in which the regression analysis can help, allowing to obtain
reliable predictions of the wine quality by the main predictors.

6. Conclusion

The paper considered a useful feature of the multiple linear
regression that its hyperplane always goes through several reference
points defined by the special weighted mean values. It is an
important enrichment of the well-known property that regression
goes via the point of the mean values of variables. The current work
extends this property and proves that all coefficients of regression

Table 6
Example 2: Correlations of the outcome y and fitted by OLS,

Logit, and OLS.Logit values

Variable y OLS.fit Logit.fit OLS.Logit.fit

y 1 0.736 0.778 0.761
OLS.fit 0.736 1 0.928 0.989
Logit.fit 0.778 0.928 1 0.962
OLS.Logit.fit 0.761 0.989 0.962 1

Table 7
Example 2: Cross-tables of original versus predicted counts by OLS, Logit, and OLS.Logit models

OLS Logit OLS.Logit

Predic-ted y= 0 Predic-ted y= 1 Predic-ted y = 0 Predic-ted y= 1 Predic-ted y= 0 Predic-ted y= 1
Obser-ved y = 0 11 2 10 3 11 2
Obser-ved y = 1 3 14 3 14 3 14
Hit rate 0.833 0.800 0.833

Table 8
Example 3: Normal system of equations

y x0 x1 x2 x3

x0 9012 1599 844 1052 16666
x1 4666 844 497 543 8735
x2 5986 1052 543 739 10996
x3 94587 16666 8735 10996 175528

Table 9
Example 3: Normal system of equations given in the

reference points

y x0 x1 x2 x3

x0 5.636 1 0.528 0.658 10.423
x1 5.529 1 0.589 0.643 10.350
x2 5.688 1 0.516 0.702 10.449
x3 5.675 1 0.524 0.660 10.532

Table 10
Example 3: Correlation and results of the OLS regression

modeling

Cor(y, x) Regression Std t-value

Intercept 2.611 0.196 13.34
x1 −0.39 −1.221 0.097 −12.59
x2 0.251 0.679 0.101 6.737
x3 0.476 0.309 0.016 19.57
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can be found by the interpolation function passing through the reference
points of the weighted mean values.

This property is also applied to the nonlinear modeling,
especially to the generalized linear models, if an adjustment of
parameters is needed to make the fitted values to pass through the
points of the original mean values. Numerical examples show that
this approach can be useful in regression interpretation and in
solving various practical regression problems.

As a natural step in extension of the proposed approach to other
methods of multivariate modeling, it is possible to indicate that the
linear discriminant analysis (LDA), can be described as the
regression of the dichotomic outcome by the predictors. For future
research, the proposed approach of reference points can be tried for
the LDA, and some other multivariate statistical techniques as well.

Recommendations

The found property of themultiple linear regression is very useful
for teaching and learning of this main statistical tool because it clearly
exposes its actual meaning commonly hidden behind the complicated
formulae. It also permits to adjust the nonlinear models to the expected
mean levels of the response variable.
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