Received: 29 June 2023 | Revised: 21 August 2023 | Accepted: 6 September 2023 | Published online: 8 September 2023

Journal of Data Science and Intelligent Systems
2024, Vol. 2(1) 29-36
DOI: 10.47852/bonviewIDSIS32021293

=
3

BON VIEW PUBLISHING

RESEARCH ARTICLE

Customer Segmentation Using Machine
Learning Model: An Application of RFM
Analysis

Israa Lewaaelhamd'*

! Department of Business Administration, The British University in Egypt, Egypt

Abstract: Machine learning (ML) encompasses a diverse array of both supervised and unsupervised techniques that facilitate prediction,
classification, and anomaly detection. Among the many fields of application for such techniques, customer churn prediction is a
prominent one. In order to forecast customer switching, data scientists employ a variety of demographic, social, transactional, and
behavioral variables and attributes. Unfortunately, many businesses in the United Kingdom still lack the comprehensive and adaptable
consumer data required to perform accurate analyses. As a result, they often rely heavily on data produced by enterprise resource
planning systems, which is primarily transactional in nature. Consequently, businesses are often limited to modeling and forecasting on
transactional data alone and are unlikely to invest significantly in marketing research or other customer-related sources. Businesses are
often limited to performing modeling and forecasting on transactional data that are most often not based on advanced techniques like
recency, frequency and monetary (RFM) and ML. So, the major objective of the current work is to provide a mix of ML and RFM
analysis techniques for churn prediction using mostly transactional data. The dataset was taken from the dataset search website
containing online retail datasets. Every customer’s RFM scores are computed based on the available data. A churn metric that indicates
whether or not the customer has made a transaction in a limited time. Through this paper, different techniques are compared. We used
K-means and Density-Based Spatial Clustering of Applications with Noise clustering. By the end of this paper, it may be inferred that

the act of dividing customers into six distinct clusters is a more practical and straightforward approach.
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1. Introduction

The recency, frequency, and monetary (RFM) analysis tool is a
relatively  straightforward but highly effective means of
comprehending and assessing consumer behavior predicated on
purchase. The RFM technique functions by quantitatively
categorizing and classifying patrons based on the RFM total of
their most recent transactions, with the end goal of identifying and
targeting the most valuable customers for the purposes of
performing focused and precision-targeted marketing campaigns
(Shihab et al., 2019; Smaili & Hachimi, 2023). Each consumer is
assigned numerical scores based on these parameters, thereby
rendering the analysis objective and data-driven. RFM analysis is
rooted in the well-known marketing axiom that “80% of your
business comes from 20% of your customers” (Alsayat, 2023;
Bratina & Faganel, 2023; Chakraborty et al., 2023).

RFM is a strategic approach employed in the analysis and
estimation of a customer’s worth, predicated upon the evaluation
of three crucial data points, namely recency, frequency, and
monetary value. The recency metric is indicative of the
customer’s most recent purchase, while frequency posits the
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question of how frequently the customer makes purchases. Lastly,
monetary value delves into the amount expended by the customer.

RFM analysis is a useful tool that can furnish valuable insights
about customers and their behavior. However, it must be noted that
this approach does not account for various other important factors
that are instrumental in shaping the customer experience. For
instance, in-depth targeted marketing strategies may leverage
diverse variables such as the type of item purchased or customer
campaign responses in order to achieve better outcomes (Bahari &
Elayidom, 2015). Moreover, it is important to acknowledge that
customer demographics, including but not limited to age, sex and
ethnicity, are not taken into consideration by RFM analysis.
Therefore, it is imperative for marketers to integrate a more
comprehensive and nuanced approach that accounts for a broad
range of factors for a more accurate and actionable understanding
of customers. There are many ways mentioned in the literature for
data integration that may help in this case. For more information
about statistical data integration, see Lewaa et al. (2021) and
Lewaa et al. (2023).

RFM analysis is a useful tool for gaining valuable insights into
customer behavior. However, it is subject to certain limitations. One
of the limitations of RFM analysis is its lack of consideration for key
factors such as customer demographics or the nature of the purchased
items. In light of these limitations, there is a pressing need for a more
comprehensive approach that takes into account a broader range of
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factors. By doing so, a more accurate understanding of customers can
be achieved.

Furthermore, it should be noted that the usage of RFM solely
depends on the historical data of the customers, thereby implying
that it might not be able to accurately forecast the future activities
of the customers (Rahim et al., 2021; Seymen et al., 2021). In
contrast, predictive techniques possess the capability to unveil the
potential customer behavioral patterns which may remain
undetected by the RFM analysis (Maryani et al, 2018;
Mohammad & Kashem, 2022). This suggests that despite the
utility of RFM in analyzing customer data, its limitations in
predicting future customer behavior necessitate the incorporation
of more advanced predictive methods.

For the current case study, RFM values are easy to calculate and
understand, but they cover only one aspect of customer behavior. In
order to accomplish high-quality prediction models, data scientists
need versatile data about customer needs, opinions, socio and
economic characteristics, relationship data, etc. In many cases
such data are hard to harvest as small and mid-sized companies
do not implement a systematized approach for collecting it.

Instead of conducting an all-encompassing and exhaustive
analysis of the entire customer database, it would be more
advisable and beneficial to categorize and divide the customers
based on their distinct characteristics such as their age or
geographical location and subsequently segregate them into a
customer group. Through the implementation of a meticulous and
well-structured marketing campaign that is specifically tailored to
each segmented group, it is possible to fashion a personalized and
relevant offer that would be highly appealing to customers that
possess a high value to the business.

The process of computing the RFM scores for practical
purposes necessitates specialized analytical expertise or advanced
mathematical proficiency. Additionally, like any model, the
complexity of RFM models can range from rudimentary to
sophisticated. The process of RFM segmentation commences by
arranging clients in each of the three categories: recency score,
frequency score, and monetary score. Conventionally, this is
executed on a scale of 1 to 4. A score of 1 designates the
uppermost 25% in each category (i.e., the most recent to transact,
the most frequent to transact, and those who made the most
purchases), with a 3 denoting the following 25%, and so on. By
utilizing an RFM scoring system akin to this, one can fabricate an
efficacious marketing strategy by creating customer RFM segments.

Among the different approaches presented in the literature for
considering customer classification, we fix the data using Box—Cox
transformation, which was not used before in the previous work, to
ensure the data are normally distributed. Besides, this study is the
first study to apply such customer segmentation in United
Kingdom. Through this paper, different techniques are compared.

Through this study, we are interested to discover which is the best
machine learning (ML) algorithm for customer churn is debatable.
Data scientists must explore and assess as many potential
candidates as they can in order to choose the best one. This
research proposes and evaluates a method for churn prediction
utilizing ML algorithms on RFM data. Different input variables
have been used to evaluate a number of candidate algorithms.

Customer churn prediction involves utilizing ML techniques to
determine which customers are most likely to discontinue their
business relationship with a company. This is typically
accomplished by training a supervised ML model on historical
data such as customer purchase history, account activity, and
customer service interactions. The model is subsequently utilized
to generate forecasts based on new data, including whether or not
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a new customer is expected to churn within a specific time frame.
Customer churn is a classification challenge, and the ML model
can be used to classify whether a customer will churn or not.

2. Literature Review

Jiang and Tuzhilin (2009) have indicated that the enhancement
of marketing performances necessitates the implementation of both
customer segmentation and buyer targeting. These two
interdependent tasks are merged into a systematic approach, albeit
faced with the challenge of unified optimization. Consequently, to
address this issue, the authors have proposed the application of
the K-Classifiers Segmentation algorithm. This particular
approach emphasizes the allocation of additional resources to
customers who provide higher returns to the organization. A
multitude of authors have contributed to the literature on diverse
methodologies for segmenting customers. In their scholarly work,
Jiang and Tuzhilin (2009) propose an innovative method for
clustering customers that diverges from the conventional practice
of relying solely on computed statistics. Instead, their approach
taps into the transactional data of multiple customers to achieve a
more direct clustering outcome. The authors also reveal that the
task of identifying an optimal segmentation strategy is, in fact,
NP-hard and, thus, necessitates the development of various sub-
optimal clustering techniques, which Tuzhilin thoughtfully
devised. Subsequently, the authors meticulously scrutinized the
customer segments that were generated via the direct grouping
method and found that this approach yielded far superior results
compared to the traditional statistical approach.

Shah and Singh (2012) have introduced a novel clustering
approach that shares similarities with the K-means algorithm and
K-medoids algorithms. These algorithms are recognized as
partitional techniques. The newly proposed algorithm, however,
does not guarantee an optimal solution in all circumstances. On
the other hand, it reduces the cluster error criterion. According to
Saurabh’s observations, the time required for executing the new
approach decreases with an increase in the number of clusters,
which is a significant improvement over traditional methods.

Cho and Moon (2013) put forth a proposal for a
recommendation system that is customized to the needs of the
users. The proposed system employs the technique of weighted
frequent pattern mining, which is aimed at identifying the patterns
that are most frequently occurring. In order to identify the
potential customers, the authors have carried out customer
profiling through the RFM model, which is widely used for this
purpose. The proposed system utilizes varied weights for each
transaction to generate the association rules that can be obtained
from the mining process. By using the RFM model, the accuracy
of the recommendations provided to the customers can be
enhanced, thereby leading to an increase in the profits of the firm.

Lu et al. (2014) conducted an in-depth analysis, centered on
customer churn prediction. The authors skillfully employed
logistic regression and effectively isolated the transactional data to
produce an entirely novel prediction model. Through their
experimental implementation, the astute researchers observed that
customers with the highest churn value can be identified and
retained through the deployment of individualized marketing
strategies. On the other hand, Zhang subscribes to the notion that
the identification of the root cause for customer churn behavior
and the satisfaction of individual needs is an indispensable
prerequisite for the sustainable existence of any company.

He and Li (2016) have proposed an intricate and multifaceted
three-dimensional methodology aimed at enhancing customer
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lifetime value, augmenting customer satisfaction, and positively
influencing customer behavior. Through their extensive research
and analysis, the authors have astutely observed that consumers
are indeed a heterogeneous group, each with their unique set of
needs, desires, and aspirations. To cater to this diversity and
intricacy of customer preferences, segmentation techniques can be
effectively employed to identify and understand their demand and
expectations, which in turn facilitates the delivery of superior
services to these valuable customers. Sheshasaayee and
Logeshwari (2017) developed a novel and innovative approach
that is integrated, aimed at segmentation through the use of the
RFM and lifetime value methods. This approach was carried out
in two distinct phases, with the first phase being a statistical
approach and the second phase entailing the performance of
clustering. The primary objective of this approach was to perform
K-means clustering after the two-phase model and subsequently
employ a neural network to enhance the overall segmentation
process.

Zahrotun (2017) utilized customer data obtained through online
channels to conduct identification of the most superior customers by
means of customer relationship management (CRM). This application
of the CRM paradigm in the context of online shopping allowed the
author to effectively pinpoint potential customers through
segmentation, which in turn contributes to the maximization of
company profits. To facilitate the accurate implementation of
customer segmentation and marketing strategies, the fuzzy C-means
clustering method was employed. This methodology ultimately
affords customers the opportunity to receive specialized amenities
across multiple categories, all in accordance with their unique needs
and preferences.

3. Methodology

The data for the experiments have been extracted from Online
Retail Dataset. For every customer, a set of features and metrics have
been calculated, as “recency” (recency from the ending date),
“frequency” (number of transactions till the ending date), and
“monetary” (total amount of transactions till the ending date)
(Chaudhary et al., 2022; Gustriansyah et al., 2020).

RFM scores have been calculated with its RFM analysis feature.
RFM scores are calculated using both nested and independent
binning with 4 bins. A modification of RFM analysis could be
done by using K-means clustering instead of this classic approach.
This approach is compared with the classic one (Li et al., 2022;
Shirole et al., 2021; Wu et al.,, 2021). The application of ML
algorithms was performed in Python (Joung & Kim, 2023;
Khajvand et al., 2011).

Any endeavor aimed at manipulating raw data in order to
optimize it for subsequent data processing operations is known as
data preprocessing, which is an integral part of data preparation
(Shim et al., 2012; Weng, 2017). This process has consistently
been recognized as a pivotal initial stage in the data mining
process. Recently, data preparation techniques have undergone
significant modifications in order to facilitate the training of
artificial intelligence (AI) and ML models, as well as to enable
conducting inferences against these models.

The process of data preprocessing involves a series of
operations aimed at transforming data into a structured format that
can be readily processed in various data science tasks, such as ML
and data mining, in a more expeditious and efficient manner (Wu
et al., 2022; Yoseph & Heikkila, 2018). It is a critical step that is
typically implemented at the outset of the ML and Al
development pipeline to guarantee dependable findings.

Based on the data description provided in Table 1, the aim of our
study is for the United Kingdom. So, we select all observations for
online retail related to this country. Then, null values were checked
as a step of preprocessing. A null value, which is commonly
encountered in the context of relational databases, represents a
scenario wherein the value contained within a particular column is
either unknown or missing. It is important to note that a null value
should not be conflated with an empty string, which is characteristic
of character or datetime data types, nor should it be mistaken for a
zero value, which is typical for numeric data types. Such distinctions
are crucial to ensure the accurate interpretation and manipulation of
data in a given database. In our data for the United Kingdom, we
have 133,600 null values out of the total sample size of 495,478.

Table 1
Online retail dataset description

No Attribute name  Description

1 Invoice number  6-digit unique number for each

2 Stock code 5-digit unique number for each product
4 Quantity Quantity of product per transaction

5 Invoice date Invoice date and time

6 Unit price Product price per unit

7 Customer ID 5-digit unique number for each customer
8 Country Country name

RFM values will be calculated. Recency is calculated by
counting how many days exist from the maximum date for each
customer to the maximum invoice date. Frequency factor is then
calculated by considering the number of customer ID is repeated.
Moreover, the total price is calculated for being able to calculate
monetary. Total price for each customer is calculated by
multiplying quantity by unit price. Then, the monetary for each
customer is calculated by summing the total price for each
customer till the end date.

So, the fitness of models to study the behavior of the customer
based on various sets of input factors has been explored through a
number of tests using various input variables:

(I) RFM values;
(I R. F, M, RFM scores;
(1) R. F, M, RFM scores, Count of Objects per every customer.

The above various inputs are created for the two methods for
comparing them together and reach to the best method for
segmenting type of customers.

Each customer is allocated with a triumvirate of discrete scores
for the temporal proximity, frequency, and monetary variables. The
act of scoring is executed on a graduated scale from 1 to 4. The
uppermost percentile is bestowed with a score of 4, and the
remaining patrons are awarded scores of 3, 2, and 1
correspondingly. The scores are capable of being assumed to
possess idiosyncratic attributes as itemized in Table 2.

Table 2
Scores of RFM
Score Characteristics
1 Potential
2 Can’t lose them
3 At risk
4 Lost
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Ultimately, all of the customers are furnished with scores ranging
from 444, 443, to 111. The customers who obtain a score of 111 may
be referred to as the potential customer of the entity as they are
anticipated to furnish a greater quantum of proceeds to the entity,
and conversely, the customer possesses a score of 444. Based on
this RFM score, each customer can be sorted by its own segmentation.

4. Results

Through this section, data visualization is presented. Also, the
normality issue is solved using the Box—Cox transformation. In
addition, the results after applying a number of ML approaches,
K-means, and DBSCAN are presented. Also, a comparison
between these methods is considered.

4.1. Data visualization

Before conducting the clustering process, an investigation was
done for the distribution of RFM values.

It is very clear from Figures 1, 2, and 3 that we have outliers.
With the use of the statistical method known as the Box—Cox

Figure 1
Box plot for recency values
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b
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R
Figure 2
Box plot for frequency values
0 20 40 60 80 100 120
F
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Figure 3
Box plot for monetary values
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transformation, our goal variable is changed such that your data
closely resemble a normal distribution.

From Figure 4, we can notice that there are few outliers that
exist which may affect the results of clustering. Outliers are
observations that deviate significantly from the norm, either in a
positive or negative direction. These aberrant data points can exert
a disproportionate impact on statistical outcomes, particularly on
measures of central tendency such as the mean, thereby
potentially leading to erroneous inferences and conclusions. So,
we remove these outliers and run our clustering methods without it.

Figure 4
3D for the three values after correcting the outlier problem

4.2. Approach Q-CUT

R, F, M and RFM scores are imputed according to Q-CUT
method and after obtaining RFM values. Each score for recency
took scores from 1 to 4. The first quarter of the values of recency
takes 1 and the fourth quarter takes 4. Therefore, All scores with
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value one represented the customers with the highest category (i.e.,
111) and has made a transactional acquisition shall continue to retain
the said product in their cognitive faculties, thereby increasing the
probability of their propensity to either procure or utilize the
product at a future instance. In the same manner, frequency and
monetary took scores from 1 to 4 where the first quarter of the
values of frequency and monetary takes 4 and the fourth quarter
takes 1. Frequency distribution for RFM scoring after considering
Q-CUT method is summarized in Table 3.

Table 3

Frequency distribution for RFM scoring
RFM scoring Frequency
444 186
111 169
344 105
433 100
211 96
441 8
241 7
431 7
314 6
414 2

4.3. Clustering approach using K-means

The primary objective of the K-means clustering, which is a
widely used vector quantization approach that emerged in the
signal processing domain, is to divide n observations into k
clusters, wherein each observation is assigned to the cluster that
has the closest mean value (also known as cluster centroid or
cluster center). The outcome of this process is the creation of
Voronoi cells, which partition the data space. It is worth noting
that the geometric median is the only measure that minimizes
Euclidean distances. Nevertheless, K-means clustering is effective
in minimizing within-cluster variances (squared Euclidean
distances) rather than regular Euclidean distances, which is a more
complex Weber problem. Consequently, k-medians and k-
medoids can be employed to obtain superior Euclidean solutions
(Ahmed et al., 2020).

In the realm of cluster analysis, which is a widely used
technique for grouping objects into similar subsets in an
unsupervised manner, the elbow method has emerged as a popular
heuristic for determining the optimal number of clusters in a given
dataset. The essence of this approach involves generating a plot of
the explained variation, which is a measure of the total variance
accounted for by the clustering algorithm, as a function of the
number of clusters considered. Subsequently, the point on the
curve where a noticeable change in the slope occurs, known as
the elbow of the curve, is selected as the most appropriate number
of clusters to employ. It is worth mentioning that this method can
be extended to other data-driven models, such as principal
component analysis, where one aims to capture the maximum
amount of variance in a dataset using a smaller set of variables,
by utilizing the same underlying principle of identifying the elbow
point on the relevant curve.

The initial stage of the clustering algorithm is to select a set of k
random points carefully as the initial centroids, based on a

predetermined value of k. Then, each and every data point in the
dataset is subjected to a thorough evaluation process, whereby the
Euclidian distance between the data point and the previously
chosen centroids is meticulously computed. As a third step, upon
completion of the distance evaluation process, the computed
values are carefully compared to determine which centroid has the
shortest Euclidian distance value, after which the data point in
question is assigned to the corresponding centroid, utilizing an
efficient and effective assignment mechanism. Finally, the
preceding steps are then meticulously repeated, with the ultimate
goal being to obtain an optimal clustering solution. The entire
process is carefully monitored and is only halted once it is
determined that the clusters obtained are identical to those
obtained in the previous iteration (Sinaga & Yang, 2020).

The input for this analysis is the customer dataset containing “n”
instances k, which is the number of clusters. The output is the
customer data partitioned to & clusters.

Based on Figure 5, the best number of clustering is three. So, we
are going to make customer segmentation to Figures 6, 7, and 8.

Figure 5
The elbow method for the second method

1e8 The Elbow Method

3.0 1

25

20

15

WCSS

10 1

0.5

0.0 1

Number of clusters

Figure 6
Boxplot within clusters of customers among recency values
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Figure 7
Boxplot within clusters of customers among frequency values
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Figure 8

Boxplot within clusters of customers among monetary values
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4.4. Clustering approach using DBSCAN

The present algorithmic methodology for DBSCAN clustering
initiates by randomly selecting a data point within the dataset and
iteratively repeating this process until all points have been visited.
If a minimum number of “minPoint” data points exist within a
specified radius of “e” to the chosen point, then all such data
points are deemed to belong to the same cluster. Finally, the
process involves the iterative expansion of the clusters through the
repeated computation of the surrounding area for each adjacent

Figure 9
2-D clustering using DBSCAN
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Figure 10
3-D clustering using DBSCAN
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point. Figure 11 shows the full process of clustering approach

using DBSCAN.
Through Figures 9, 10 and 12, it may be inferred that the act of

dividing customers into six distinct clusters is a more practical and
straightforward approach.

Figure 11
DBSCAN clustering
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Figure 12
Clustering using DBSCAN among frequency

5. Conclusion

The major objective of the current work is to provide a mix of
ML and RFM analysis techniques for churn prediction using mostly
transactional data. The dataset was taken from the online retail
dataset. Every customer’s RFM scores are computed based on the
available data. A churn metric that indicates whether or not the
customer has made a transaction in a limited time. This is the first
study among different approaches presented in the literature to
consider customer segmentation to deal with the outlier using
Box—Cox transformation. Besides, this study is the first study to
apply such customer segmentation in the United Kingdom.
Moreover, we make a transformation to resemble a normal
distribution and this step improves the results of the study.

Through this paper, different techniques are compared. We used
K-means and DBSCAN clustering. By the end of this paper, it may
be inferred that the act of dividing customers into six distinct clusters
is a more practical and straightforward approach. This is further
substantiated by the evident separation of the groups as depicted in the
various clustering method plots. Consequently, it is now incumbent
upon marketing managers and customer insight teams to deliberate on
the most effective mode of communication or promotional strategy to
be utilized, with the intention of converting individuals from one
segment to another or potentially directing more customers toward a
new segment, ideally positioned at the top right corner of the plots.

In future work, data scientists can improve the prediction process
and produce a more accurate estimate of customer turnover by
including more pertinent input variables based on the subject area.
On the other hand, this would provide customer relationship
strategists a competitive advantage to keep their profitable clients
and reduce unwelcome turnover. Also, future studies should
consider other classification methods like decision trees, Support
Vector Machine, neural networks, and logistic regression.
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