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Abstract: The number of insurgents in our nation today is significantly rising each day, and the majority of those affected are living as
internally displaced persons (IDP) in various IDP camps. These people experience a variety of health problems as a result of numerous
factors. Due to financial difficulties and a lack of accessibility to healthcare facilities and medical professionals, these health risk factors
may occasionally go undetected for long periods. BMI excesses, such as those in the underweight, overweight, and obese categories, are
linked to several health issues, including low birth weight, poor quality of life, diabetes mellitus, cardiovascular diseases, and higher
mortality. In the context of this paper, identifying the health status of IDPs depends critically on human body weight. Considering
people living in IDP camps, early detection of the weight categories like underweight, overweight, and obese people is crucial
because if not, they will be an early death or other health complications. To reduce mortality rates and other health complications that
may result from improper and lately identifying underweight, overweight, and obese members in IDP camps, the researcher collected
datasets from the IDP camps, trained, and developed a random forest (RF) ensemble model of supervised learning that will aids the
medical practitioner in early detection and prediction of the weight category of IDPs. After hyper-parameter tuning and feature
selection, the RF machine learning algorithms identify three significant parameters from the dataset’s original 10 parameters to use as
the model parameter. The highest accuracy obtained was 92% on the test dataset and 96% on the training dataset for the RF classifier
using three features, while the accuracy of 83% was obtained on the test dataset and 87% on the training dataset for the RF classifier
using ten features.
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1. Introduction

Machine learning (ML), according to Archana et al. [1], is a
process in which computers learn from experience or instruction
to understand concepts or skills. It aims to create computers that
can learn on their own without the direct involvement of humans.
To recognize patterns in data and make better decisions, the
learning process begins with observation [2]. They go on to say
that data entry and training of the algorithms to find patterns that
can make future predictions based on new data are key
components of ML.

Today, insurgency and terrorism are on the rise in our country,
and the majority of those impacted live in internally displaced person
(IDP) camps as IDPs. These people experience a variety of health
problems as a result of numerous factors. Due to financial
difficulties and a lack of accessibility to healthcare facilities and
medical professionals, these health risk factors may occasionally
go undetected for long periods.

Human weight specifically plays a very important key role in
this paper, either positively or negatively. Considering factors that
may contribute to depression of people living in IDP camps, such

as inadequate nutrition, a high intake of carbohydrates, etc., which
may cause premature death or other health complications. Early
detection of the weight category of IDPs, especially the
underweight, overweight, and obese, is crucial. The three main
health issues in the world are underweight, overweight, and
obesity. Normal energy consumption deficits lead to underweight
conditions, whereas excessive energy intake causes overweight
conditions.

Weight category (underweight, overweight, and obese) among
IDPs is a significant long-standing challenge to the well-being and a
public health concern that has negative effects on IDP members.
Underweight, overweight, and obese individuals typically fall into
the worst weight category. IDPs who are underweight may
experience a variety of problems, such as decreased productivity
at work and a higher risk of miscarriage, stillbirth, low birth
weight, and infant mortality in women [3, 4]. Various maternal
and fetal complications during pregnancy, delivery, and the
postpartum period can be brought on by maternal obesity [5].
Diabetes, stroke, heart disease, cardiovascular disease, and
respiratory issues are among the communicable diseases that are
linked to being underweight or overweight [6–9].

Lack of early identification, in particular for the adverse weight
category, increases the likelihood of experiencing health problems.
An important task for preventing weight category-related difficulties
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is an early detection of IDP’s adverse weight category. Numerous
plans have also been proposed to lessen this risk, but the current
approaches are not yet fully sufficient to accomplish this [10–19]. It
is now more important than ever to use an automated system to
identify and predict the weight category of IDP early on. Today,
ML-based algorithms are widely used as automated systems for
early disease prediction that can be accurately predicted [20, 21].
Nevertheless, several ML algorithms have been used to predict
diseases like hypertension [22], anemia [20, 23], diabetes [22, 24],
low birth weight [25–27], and child mortality [28–30] using
different demographic and health survey (DHS) datasets.
Additionally, some ML-based studies on child underweight have
been done [31–37], but no studies have been done in Nigeria,
specifically the IDPs. In this study, an attempt was made for the
first time to adapt ML algorithms for predicting obesity using a
local hospital dataset in Nigeria [38].

The proposed system aimed to develop a random forest (RF)
ensemble ML model of supervised learning that would aid the
medical professional in the early detection and prediction of
adverse weight category of members in IDP camps in the
northeast of Nigeria, so that mortality rate and other health
complications that arise as a result of inadvertent identification of
underweight, overweight, and obese persons may be greatly
reduced to the barest minimal.

And the particular objectives are:
1) Dataset collection, preprocessing, and determination of the best

set of features for weight category (underweight, overweight,
and obese) prediction;

2) Developed a model that predicts the weight category
(underweight, overweight, and obese) of IDPs using RF
ensemble ML techniques with the locally collected dataset;

3) Evaluate the model performance using GridSearchCV,
Confusion Matrix, and performance accuracy metrics;

4) Validate the model performance using the test dataset;
5) Make live predictions from the model using the new

data points.

2. Literature Review

Anisat et al. [38] uses machine learning techniques on a publicly
available clinical dataset to predict obesity status using different
machine learning algorithms to solve the issues of validity of
diagnosis, time-consuming factor, and also provide a reliable diagnosis
system that can be used for all genders. The ML model was designed
using the python programming language. Algorithms used to achieve
the aim of their research were gradient boosting (GB) classifier, RF
classifier, K-nearest neighbor (KNN), and support vector machine
(SVM). The gradient boosting algorithm outperformed the other
algorithms compared with an accuracy of 99.05%.

Cheng et al. [39] attempted to investigate the connection
between physical activity and weight status in humans and to
contrast some ML and conventional statistical models for
predicting obesity levels. The National Health and Nutrition
Examination Survey Dataset was used in their model, and 11
different algorithms, including the random subspace, logistic
regression, decision table, Naive Bayes (NB), the radial basis
function, K-nearest neighbor, classification via regression, J48,
and multilayer perception, were used for their implementation and

evaluation. The algorithms with the highest overall accuracy were
the random subspace classifier algorithm. The evaluation metrics
used were the Receiver Operating Characteristics (ROC) curve
and area under the curve (AUC).

Artificial neural networks, deep learning, decision tree analysis,
and other ML techniques are used by DeGregory et al. [40] to predict
and/or classify obesity levels from a large dataset obtained from
sensors, smartphones, and electronic medical health records. They
concluded that ML will offer sophisticated tools to forecast,
categorize, and describe risks associated with obesity and its
consequences.

Ward et al. [41] attempted to predict the percentage of adults in
the United States who will be obese shortly by fitting multinomial
regression to estimate the prevalence of four body mass index
(BMI) categories (less than 25 is normal weight, 25 to less than
30 is overweight, 30 to less than 35 is moderate obesity, and
above 35 is severe obesity) on a self-reporting bias dataset from
the behavioral risk factor With 48.9% of adults being obese and
24.2% being severely obese in 2030, they concluded from their
analysis that adult obesity rates will continue to rise. In 25 states,
the prevalence will be higher than 25%.

The BMI increase pattern in children was examined by
Rossman et al. [42]. They also created a system that predicts
which children are at a high risk of becoming obese before it
reaches a critical point. They concluded from their analysis that
the BMI increases most between the ages of 2 and 4 and that their
accurate prediction occurs between 5 and 6 years of age.

To model data from an electronic health record, Pang et al. [43]
developed a model that predicts early childhood obesity using
XGBoost, the ID3 decision tree model, and the recurrent neural
network ML algorithm. The XGBoost outperformed all other
models, having the best AUC, a value of 0.81 (0.001) among them.

Using a publicly available dataset, Davila-Payan et al. [44]
developed a logistic regression model to assess the likelihood of
BMI in rural children between the ages of 2 and 17 using the
data. As prevalence among censuses ranges from 27 to 40%, the
result demonstrates the importance of estimates in creating
effective involvements and assisting in the planning of potential
solutions to the problem.

Manna and Jewkes [45] presented a model that makes use of
the fuzzy signature to comprehend and manage the complexities of
the children’s obesity dataset and a solution that could handle the
risk associated with early obesity and children’s motor
development.

Adnan et al. [46] developed a preliminary method for predicting
obesity using data gathered from primary sources, including parents,
caregivers, and the kids themselves. The authors of this paper make
an effort to pinpoint risk factors like childhood obesity, parental
education levels, children’s habits and lifestyles, and
environmental influences. The proposed framework makes use of
the NBTree, a hybrid decision tree/NB algorithm.

Adnan et al. [47] used data mining to predict childhood obesity.
The proposed survey aimed to offer the necessary data on the obesity
issue. They were implemented using the neural network (NN), NB,
and decision tree models.

Abdullah et al. [48] categorized obesity in grade 6 students from
two distinctMalaysian districts. The information gathered wasmodeled
using a classification technique. Decision trees, SVMs, NNs, and
Bayesian networks are the ML classification models employed.
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Using data gathered before the children turned 2 years old,
Dugan et al. [49] published an article to predict childhood obesity.
To do this, they looked at six different ML techniques, including
ID3, random tree, RF, J48, NB, and Bayes train on CHIKA data.
When using an ensemble ML approach to predict obesity in
humans, the RF method [50] achieved an overall accuracy of 85%
while taking into account factors like age and BMI (weight and
height) of individuals. They employ ML techniques like the
partial least squares, the RF, and the linear model; they obtained
an accuracy of 89.68% from a RF.

Ward et al. [41] researched the prediction of the percentage of
obesity levels in adults in the nearest future using fitting multinomial
regression to estimate the prevalence of four BMI categories (less
than 25 is normal weight, 25 to less than 30 is overweight, 30 to
less than 35 is moderate obesity, and above 35 is severe obesity)
on a self-reported bias dataset.

Data from an Afghan child malnutrition survey were examined
by Momand et al. [34]. They used three ML-based algorithms to
predict children’s nutritional status: RF, PART rule induction, and
NB. They found that RF and PART induction rule algorithms
were the best and had marginally better prediction accuracy.

For their investigation, Bitew et al. [31] used Ethiopian DHS
2016 data. Ten thousand six hundred forty-one kids made up the
dataset. They used three well-known ML-based algorithms, RF,
linear regression (LR), and KNN, to predict the risk of child
mortality. They suggested that the RF-based algorithm was
superior based on the methodical evaluation of the performance
parameters.

To predict the malnutrition status of children under the age of
five in Bangladesh, Talukder and Ahammed [36] used five
classifiers, including LR, SVM, Linear Discriminant Analysis
(2021) LDA, KNN, and RF. The models were built using 6853
pieces of data, and they discovered that the RF-based algorithm
had the highest accuracy (68.5%).

Rahman et al. [51] recently conducted a study on Bangladesh
DHS 2014 data, which included 7079 cases. They used three ML-
based algorithms SVM, RF, and LR to identify potential risk
factors before putting them into practice. The overall performance
showed that stunting, wasting, and being underweight were the
three conditions for which LR-RF had the highest predictive
performance scores.

The main flaw in this research is that it only considers one
weight category when solving multiclass problems. Using the IDP
dataset from northeast Nigeria, the model build will be able to
determine an accurate weight category of IDPs. To develop an
advanced prediction model using a RF ensemble ML approach
and implement it for use in actual situations, it is imperative to
gather and use more features from the northeast IDP centers. To
develop a model that is more accurate and involves fewer human
errors in predicting an individual’s weight status, this study will
concentrate on the IDP dataset that was gathered during the
model’s construction, training, and testing. Based on these
considerations, this paper looked into using ML methods from RF
ensemble to create a prediction model for the weight categories
(underweight, overweight, and obese) in IDP centers. The
research gap comes from these.

3. Research Methodology

This discusses the methodology employed to achieve the aim
and objectives of the study. It helps to plan, organize, and

implement ML projects from one step to another. The Python
programming language, ML algorithms, and other libraries
designed specifically for ML research were used for this work.

3.1. Dataset population and description

The dataset size used for this research was 500, from 3 IDP
centers in North East Nigeria. The dataset was acquired in the
form of measurement, questionnaire, and interview and was
recorded in Excel and converted into comma-separated value
(CSV) format. The features considered include age, gender,
height, weight, religion, region, drinking water, toilet facility,
cooking fuel, and food consumed as independent features and
weight category as dependent features.

3.2. Method and development tools

The study makes use of a RF ensemble ML technique with an
N subset (i.e. bootstrap sample) and N decision trees in Jupyter
notebook on the ANNACONDA Navigator toolkit. Python
packages like sklearn, numpy, matplotlib, etc. were used, along
with some libraries (GridSearchCV, Confusion Matrix, etc.), to
build the proposed model using the Python programming
language.

3.3. The proposed model architecture

This research describes the processes involved in building the
proposedmodel from the dataset acquisition and preprocessing to the
simulation of the model as shown in Figure 1.

Steps in implementing the IDP’s weight category predictions
and detection using random forest ensemble technique are
shown below:

Step 1: The dataset collected from IDP’s camps (i.e. IDP’s dataset)
was preprocessed and important features were selected for use in the
model.
Step 2: The original dataset (IDP’s Dataset) was bootstrap into N
training subsets (bootstrap sample) with a replacement known as
row sampling.
Step 3: The training subsets of IDP’s data points and features from
the bootstrap sample were used in training the N decision trees.

Figure 1
Random forest ensemble architectural
model for weight category prediction
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Step 4: Each decision tree generates a weight classifier, such that for
N decision trees N weight classifier was obtained.
Step 5: The N weight classifiers are aggregated to generate output
based on majority voting.
Step 6: The weight category of IDPs was obtained using RF
ensemble classifier method-based ensemble learning.

4. Results and Discussion

The dataset acquired was in the form of measurement,
questionnaire, and interview, which was recorded in Excel and
converted into CSV format. The features considered include age,
gender, height, weight, religion, region, drinking water, toilet
facility, cooking fuel, etc., as independent features and weight
category as dependent features. With the help of data preprocessing
(replacement of missing value, feature selection, and feature
reductions of values), the processed dataset obtained and used for
the building and training of the model is discussed below.

Table 1 shows the raw IDP dataset for weight category
prediction uploaded into Jupyter notebook for data preprocessing.

Figure 2 shows the plot of the raw IDP dataset of height against
weight, which was used for training and testing of the model after the
best parameter were obtained.

According to Figure 3, the bar chart shows the important
features according to their scores, which were selected to use in
the model.

After parameter tuning, the model obtained important hyper-
parameters as shown in Table 2, which was used in the building
of the model for weight prediction.

From the study, our experimental results showed that the
RF-ensemble system considering three features using 3-fold cross-
validation on model testing realizes the accuracy of 92% as shown
in Table 3 and the confusion matrix as shown in Figure 4. This
summary in matrix form shows how the prediction is correct and
incorrect per classes, as we can see the model has a very good
confusion matrix having less confused classes.

Table 1
Weight category raw dataset uploaded into Jupyter notebook

Age Gender Height Weight Religion Region Drinking water Toilet facility Cooking fuel Food consumed Weight category

48 Male 178 96 Christian Takum Improved Non-hygienic Improved Balance diet Overweight
8 Male 189 87 Muslim Wukari Non-improved Hygienic Non-hygienic Balance diet Obesity
55 Female 185 110 Christian Donga Improved Non-hygienic Improved Balance Diet Overweight
52 Female 195 104 Christian Tela Improved Hygienic Non-hygienic Non-balance diet Normal weight
31 Male 149 61 Christian Donga Non-improved Non-hygienic Improved Non-balance diet Normal weight

Figure 2
Scattered plot of height against weight for

weight category classification

Figure 3
Bar chart showing important features according to their scores

Table 2
Important hyper-parameters used in the

model after parameter tuning

Hyper-parameters Values

Bootstrap True
criterion entropy
max_depth 16
n_jobs −1
max_features sqrt
min_samples_leaf 1
min_samples_split 2
n_estimators 50
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The RF classifier considering 10 features using 3-fold
cross-validation on model testing realizes the accuracy of 83%
as shown in Table 4 and the confusion matrix as shown in Figure 5.
This summary in matrix form shows how the prediction is correct
and incorrect per classes, as we can see the model has some
classified classes as shown in the confusion matrix.
Based on the result, the researcher concluded that adding more
features that have zero impact on the model will only slow the
performance of the model as many input features will be
required at runtime.

Below is the bar chart showing the population of each weight
category identified in the dataset collected as described in
Figure 6.

Table 5 summarizes somemajor related literatures and states the
contribution of the current research to the body of knowledge based
on the final model.

Table 4
Classification report for model testing using ten features

Precision Recall F1-score Support

Extremely obese 0.50 0.67 0.57 3
Extremely under weight 1.00 1.00 1.00 2
Normal weight 0.71 0.71 0.71 14
Obesity 0.92 0.73 0.81 15
Overweight 0.70 0.88 0.78 24
Underweight 0.97 0.88 0.93 42
Accuracy – – 0.83 100
Macro avg 0.80 0.81 0.80 100
Weighted avg 0.85 0.83 0.83 100

Table 3
Classification report for model testing using three features

Precision Recall F1-score Support

Extremely obese 0.83 1.00 0.91 5
Extremely under weight 1.00 1.00 1.00 1
Normal weight 0.92 0.92 0.92 13
Obesity 0.94 0.88 0.91 17
Overweight 0.92 0.88 0.91 26
Underweight 0.92 0.95 0.93 37
Accuracy – – 0.92 99
Macro avg 0.92 0.94 0.93 99
Weighted avg 0.92 0.92 0.92 99

Figure 4
Confusion matrix for model testing using three features

Figure 5
Confusion matrix for model testing using ten features

Figure 6
Plot showing the total number of each weight

category from the dataset
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In this research, RFML algorithm was used for the prediction of
weight category (underweight, overweight, and obese) of the IDPs in
the Northeast of Nigeria since it was proven to have better accuracy
score and recommended by the many previous researchers. As
compared to other research, in which their work was on the
prediction of one or two of the weight category but not the three or
all categories as the current research is. And the value of the
accuracy obtained in the current research is 96% higher as
compared to the accuracy of the previous research during the
training and testing of the model. In future, we would to expand
and get more dataset across all IDPs centers in Nigeria. Based on
the result, the researcher also observed that adding more features
that have zero impact on the model will only slow the performance
of the model and cause over-fitting during model training.

5. Conclusion

Underweight, overweight, and obese are important public health
concerns in all developing countries. This paper presents a
comprehensive study for the detection and prediction of the IDP
weight category using the FR classifier. From the dataset collected,
our findings considered 10 risk factors for underweight,
overweight, and obese prediction. These selected factors were used
as input features in RF ensemble classifiers for the prediction of
the weight category of IDPs. The RF classifier considering three
features realizes the highest accuracy of 92% using the test dataset
and 96% using the training dataset on the built model, while the
RF classifier using 10 features realizes an accuracy of 83% using
the test dataset and 87% using the training dataset on the built
model. Based on the result, the researcher concluded that adding
more features that have zero impact on the model will only slow
the performance of the model as many input features will be
required at runtime andmay cause over-fitting duringmodel training.

Our proposed RF system will be able to identify underweight,
overweight, and obese at a lower cost and in less time, which if not
early identify may result in different kinds of health-related issues and
diseases. This study will help the government, healthcare providers,
and policymakers with quick decision making and implementing
required intervention as well as quality care practice to avoid severe
complications on IDPs due to weight category-related issues.

This work suggests RF algorithm to be used on larger dataset,
which may accurately classified and predict underweight,
overweight, obese and yield higher accuracy when processes like
data modeling, data processing, etc. are duly observed.

Recommendation

Considering the negative impact of these weight categories on
IDPs, the researcher recommended the following:

1) The system should be implemented in all the Nigerian IDP
camps to help remediate all weight-category health-related
complications due to lack of early identification, unavailability
of nearby healthcare centers, and medical practitioners.
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