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Abstract: Software defect prediction (SDP) leverages machine learning to identify potential defects in software systems, enhancing software
quality and reducing maintenance costs. Traditional techniques like Naive Bayes, Decision Trees, and support vector machines (SVM) have
been widely used for defect prediction due to their simplicity and interpretability. However, ensemble techniques such as Random Forest (RF),
AdaBoost, and Bagging have gained prominence for their ability to improve accuracy by combining multiple models. While these methods
have demonstrated promising results, challenges like overfitting, imbalanced datasets, and inadequate model tuning remain critical for further
improvement in SDP. There are various types of datasets available in online. We have selected four datasets. We employed RF, Logistic
Regression (LR), Gradient Boosting (GB), K-Nearest Neighbor (KNN), Decision Tree (DT), and XGB Classifier. In order to thoroughly
investigate and assess each model’s predictive potential for identifying software defects and the issues they cause, we also used
ensemble approaches. The results were promising, with the KNN achieving a noteworthy test accuracy of 87.08% for Dataset PC1,
KNN of 76.49% for dataset IM1, KNN of 81.45% for dataset KC1 and GB of 92.89% for dataset CM1. Furthermore, Boosting GB also
demonstrated accuracy matching this high standard of 94.5% for dataset CM1. To further enhance performance, we implemented a
range, including Bagging, Boosting, Stacking, and Voting algorithms, optimizing each classifier with the best parameters through
hyperparameter tuning. Through our experimental investigation, we not only contributed to the body of knowledge on SDP but also
identified the Gradient Boosting with Boosting model as the most accurate, achieving an outstanding accuracy rate of 94.5% for SDPs.
This research endeavors to provide invaluable insights into software defect management, offering a potential solution for early

intervention and ultimately improving software outcomes.
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1. Introduction

Software defect prediction (SDP) has become an essential
aspect of software engineering, playing a crucial role in
identifying defective modules or components during the software
development process [1]. The early detection of software defects
can significantly enhance software quality, reduce development
costs, and ensure timely delivery of projects. With the increasing
complexity and size of software systems, manual approaches to
defect identification have proven inefficient. As a result, machine
learning (ML) techniques have emerged as a promising solution to
automate the defect prediction process. These techniques are
capable of learning from historical data, extracting meaningful
patterns, and making predictions about future defect occurrences [2].

The traditional ML approaches used for SDP include algorithms
such as Naive Bayes, Decision Trees (DT), support vector machines
(SVM), K-Nearest Neighbor (KNN), and artificial neural networks
(ANN). These algorithms have been widely applied due to their
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simplicity, interpretability, and ability to handle diverse datasets.
For instance, Naive Bayes is favored for its efficiency in handling
large datasets and its probabilistic approach to classification, while
DTs offer an intuitive model structure that is easy to interpret and
visualize [3]. SVM, on the other hand, is known for its robustness
in high-dimensional spaces, making it suitable for defect
prediction tasks where a large number of features are involved [4].

Despite the success of these traditional ML techniques in defect
prediction, they are often limited by challenges such as overfitting,
imbalanced datasets, and poor generalization across different
software projects. Overfitting occurs when a model becomes too
complex, fitting the training data too closely and failing to
generalize to new data [5]. Imbalanced datasets, where the number
of defective modules is much smaller than non-defective ones, can
cause models to be biased toward the majority class, resulting in
poor predictive performance for the minority (defective) class.
Moreover, the performance of traditional ML models can vary
significantly when applied to different datasets, making it difficult
to develop a generalizable solution [6].

To address these limitations, researchers have increasingly
turned to ensemble techniques for SDP. Ensemble methods
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combine the predictions of multiple base models to create a more
accurate and robust predictor. The underlying idea behind
ensemble learning is that a group of weak learners can be
combined to form a strong learner. This approach helps mitigate
the issues of overfitting and variance in predictions, leading to
improved accuracy and stability.

There are several popular ensemble techniques used in SDP,
including Bagging, Boosting, and Stacking. Bagging (Bootstrap
Aggregating) is an ensemble technique that trains multiple models
on different subsets of the training data, obtained through
bootstrapping [7]. Each model makes a prediction, and the final
output is determined by aggregating the predictions (e.g., through
majority voting). Random Forest (RF), a widely used bagging-
based technique, consists of an ensemble of DTs. By combining
the predictions of multiple trees, RF reduces the variance in
predictions and improves generalization [8].

Boosting, another prominent ensemble method, focuses on
creating a strong model by sequentially training weak models. In
Boosting, each subsequent model tries to correct the errors made
by the previous models. The models are trained in a weighted
manner, with more emphasis placed on the misclassified
instances. AdaBoost and Gradient Boosting (GB) are two popular
variants of Boosting that have been successfully applied to SDP.
AdaBoost combines multiple weak classifiers (typically decision
stumps) to create a strong classifier, while GB builds models in a
stage-wise manner to optimize a loss function [9].

Stacking is a more advanced ensemble technique that involves
training multiple base learners and combining their predictions using
a meta-learner. The base learners are trained on the original dataset,
and their predictions are used as input to the meta-learner, which
makes the final prediction. Stacking allows the model to capture
diverse patterns from different algorithms and leverage their
strengths to improve predictive performance [10].

Ensemble methods have shown great promise in overcoming
the limitations of traditional ML techniques. By combining
multiple models, ensemble methods reduce the risk of overfitting,
handle imbalanced datasets more effectively, and produce more
stable and accurate predictions [11]. For example, RF, an
ensemble of DTs, is less prone to overfitting than a single DT and
can achieve higher accuracy in defect prediction tasks. Similarly,
Boosting techniques like AdaBoost and GB have been shown to
improve the performance of weak classifiers by focusing on the
difficult-to-predict instances, resulting in more accurate
predictions [12].

However, ensemble techniques are not without their challenges.
One of the main issues with ensemble methods is their computational
complexity. Training multiple models and combining their
predictions can be computationally expensive, especially for large
datasets. This can make ensemble techniques less feasible for real-
time defect prediction tasks or for applications where
computational resources are limited [13]. Additionally, ensemble
methods can be more difficult to interpret than traditional ML
models. While a single DT is easy to visualize and understand, a
RF consisting of hundreds of trees can be much more complex to
analyze and interpret [14].

Despite these challenges, the advantages of ensemble
techniques in terms of predictive accuracy and robustness have
made them a popular choice for SDP. Several studies have
demonstrated the superior performance of ensemble methods over
traditional ML techniques in SDP [15]. For instance, RF has been
shown to outperform individual DTs, SVM, and Naive Bayes in
terms of both accuracy and stability. Similarly, Boosting
techniques have been found to achieve higher accuracy than
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traditional models
instances [16].

Both traditional ML techniques and ensemble methods have
been widely applied to SDP, each with its strengths and
limitations. Traditional models such as Naive Bayes, DTs, and
SVM are simple and easy to interpret, but they can suffer from
overfitting, imbalanced datasets, and poor generalization across
datasets. Ensemble techniques, on the other hand, address these
issues by combining multiple models to create a more robust and
accurate predictor. While ensemble methods can be
computationally expensive and difficult to interpret, their superior
performance in terms of predictive accuracy and robustness makes
them an attractive option for SDP tasks. As the field of ML
continues to evolve, further research into improving the efficiency
and interpretability of ensemble methods is likely to lead to even
more effective solutions for SDP [17].

by focusing on the difficult-to-classify

2. Literature Review

ML methods play a crucial role in identifying the intricate
architecture of PCOS disease, focusing on the evaluation of
patient diagnosis reports. Various techniques, such as GS, RF,
Logistic Regression (LR), GB, KN, ABC, and DT, are employed
for the exploratory analysis in this field. Researchers have
extensively employed a range of models, as discussed in this
segment, to enhance our understanding of PCOS.

Recent studies on SDP using ML have focused on a variety
of techniques to improve accuracy and model performance,
though several have encountered limitations that hindered their
ability to achieve accuracy rates above 94%. These studies
offer critical insights into the challenges faced when applying
different ML algorithms, feature selection methods, and
ensemble techniques to SDP tasks. Despite their diverse
methodologies, the accuracy of these models remained below
the 94% mark due to factors such as data preprocessing,
imbalanced datasets, overfitting, and insufficient feature
extraction, among other issues.

Ronchieri et al. [18] adopted unsupervised ML methods using
unlabeled datasets, introducing two models—CLAMI and CLAMI+
—which operate independently of metric thresholds and require
minimal expert intervention. Their findings indicated that
Bagging, Boosted LR, and Adaptive Boost techniques yielded the
highest average accuracy across datasets, showing potential for
practical implementation in defect localization [18].

Similarly, Assim et al. [19] presented an SDP model on the
Weka 3.8.3 platform using eight ML algorithms, drawing on
historical software data. Their evaluation revealed that ensemble
models consistently performed well, with the SMOreg algorithm
achieving the best results, while the ANN model underperformed.
Their comparative analysis suggested that integrating multiple
classifiers enhances defect detection accuracy [19].

Qiao et al. [20] emphasized the importance of data
preprocessing—specifically log transformation and normalization
—before feeding it into a neural network-based prediction model.
Applied to two benchmark datasets, their approach significantly
reduced mean square error by over 14% and improved the
squared correlation coefficient by more than 8%, demonstrating
the model’s robustness and accuracy in defect forecasting [20].

In a novel approach, Chen et al. [21] visualized software as
images for direct input into convolutional neural networks
(CNNs), leveraging self-attention and cross-project learning. Their
image-based method eliminated the need for feature extraction
tools. Experimental results from ten open-source projects
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confirmed the model’s effectiveness in defect detection, validating
deep learning’s capabilities in this domain [21].

Hasanpour et al. [22] introduced deep learning methods—
Stacked Sparse Auto-Encoder (SSAE) and Deep Belief Network
—to manage the challenge of imbalanced and small-sized NASA
datasets. SSAE was noted for its superior generalization ability,
although performance varied across datasets due to data
limitations. SSAE outperformed traditional techniques in several
test cases [22].

Jin [23] addressed class imbalance by applying cost-sensitive
learning to the Large Margin Distribution Machine (LDM),
creating the CS-ILDM model. Evaluated on five datasets, the
model demonstrated a strong performance in mitigating
misprediction costs while maintaining high accuracy.

Khan et al. [24] assessed various ML models on healthcare
datasets using metrics such as mean absolute error, recall, and
accuracy. RF achieved the highest performance with an average
accuracy of 88.32% and a rank value of 2.96, closely followed by
SVM and Creedal DT, affirming RF’s predictive superiority [24].

Zhang et al. [25] compared LR, SVM, and back propagation
neural network models for SDP. Among these, SVM provided the
highest prediction accuracy based on combined values of
Precision, Recall, and F-measure, despite challenges in parameter
optimization and model stability [25].

Shi et al. [26] introduced a unique representation of source code
using Multi-Perspective Tree Embedding, which extracted nodes
from abstract syntax trees (ASTs) across three distinct views.
Their unsupervised embedding method improved the model’s
ability to detect defects by encoding diverse structural and
semantic information, offering enhanced expressiveness and
adaptability to different software projects [26].

Rahim et al. [27] proposed a three-phase SDP framework
involving data preprocessing, feature extraction, and ML-based
classification. Using Naive Bayes (NB) and linear regression, their
approach reached a remarkable prediction accuracy of 98.7% with
the NB classifier, highlighting the importance of -efficient
preprocessing and feature selection [27].

Lin and Lu [28] developed a framework called Feature Learning
via Dual Sequences, which generated semantic features from ASTs
using bi-directional long short-term memory networks. By
combining semantic and structural attributes, the method showed
superior performance across eight open-source Java projects,

outperforming several existing SDP models in terms of predictive
accuracy [28].

Chen et al. [29] employed neighbor cleaning and ensemble
under-sampling strategies to develop a robust model tested on
nine highly imbalanced datasets. Their ensemble approach
demonstrated enhanced accuracy compared to standard classifiers
and preprocessing techniques [29].

Hammouri et al. [30] applied NB, DT, and ANN models across
three real-world debugging datasets, concluding that DT provided
superior prediction accuracy.

Additionally, Matloob et al. [31] conducted a systematic
literature review on ensemble learning methods for SDP and
found that ensemble strategies consistently outperformed single
classifiers. The study highlighted the importance of classifier
diversity and feature selection to maximize model performance
[31]. Table 1 shows the comparative analysis with previous work.

3. Research Methodology

A training-and-testing-based supervised learning approach was
applied in this work. The training dataset, from which the algorithm
discovered patterns and correlations, was used to build the
classification model. The trained model was then used to
categorize new occurrences or predict outcomes on the testing
dataset. We have created a number of classifiers, including the
RF, LR, GB, KN, XGB, and DT techniques.

3.1. RF

For problems involving regression and classification, an
ensemble learning technique called a RF is commonly employed.
It works by constructing several DTs during training and
generating the average prediction (regression) or grouping
(classification) of every single tree. The “forest” is constructed
using a process known as bagging (Bootstrap Aggregating), in
which a DT is taught on each of the dataset’s many subsets that
are produced via replacement. This method averages out variances
and biases from individual trees, which helps to decrease
overfitting and increase the model’s generalization. The usefulness
of RFs in producing precise forecasts without requiring substantial
parameter adjustment is well-known, as is their robustness and
capacity to handle big datasets with increased dimensionality [32].

Table 1
Comparative analysis with previous work

SL No Author name Used algorithm Best accuracy
1 Ronchieri et al. [18] CLAMI and CLAMI+ 98.87%
2 Assim et al. [19] MPT-Embedding 80%

3 Qiao et al. [20] Machine Learning 84%

4 Chen et al. [21] PROM, LSTM, CNN 64.2%
5 Hasanpour et al. [22] SSAE, DBN 99%

6 Jin [23] CSL, LDM, CS-ILDM 80.9%
7 Khan et al. [24] RF, SVM, CDT 88.32%
8 Zhang et al. [25] LR, SVM, BPNN 85.8%
9 Shi et al. [26] MPT, ASTs 63.57%
10 Rahim et al. [27] NB, Linear Regression 98.7%
11 Lin and Lu [28] FLDS, BiLSTM 68.4%
12 Chen et al. [29] Ensemble Techniques 74.9%
13 Hammouri et al. [30] NB, DT, ANN 97.1%
14 Matloob et al. [31] Ensemble learning 98%
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3.2. DT

Examining the attribute that the base of the tree node represents
is the first step in categorizing an instance. Next, we follow the
branch of the structure that corresponds to the value of that
characteristic. With just two number classes needed, the DT
methodology is among the most widely used and effective
prediction techniques. Each inner node of a DT, a data structure
with an ordered structure where each node in the leaf hierarchy
indicates a distinct class, represents an attribute test. On the basis
of DTs, a tree structure known as DT is frequently employed.
This approach can handle classification and regression issues. The
tree starts at the root node and uses the “splitting” method to
select the “Best Features” or “Best Attributes” from the pool of
possible qualities. Entropy examines a dataset’s consistency,
whereas data collection gauges how quickly changes in an
attribute’s volatility occur [33].

3.3. XGB classifier

The XGBoost (Extreme GB) classifier is a powerful and
efficient implementation of the GB framework, specifically
designed for supervised learning tasks. It excels in predictive
performance by combining an ensemble of weak prediction
models, typically DTs, to create a robust predictive model.
XGBoost offers several key advantages, including handling
missing values, incorporating regularization to prevent overfitting,
and leveraging advanced tree learning algorithms that optimize
speed and performance. It is a well-liked option for many
applications because of its scalability and versatility, from
structured/tabular data to more complex domains, offering
superior accuracy and efficiency in comparison to many
traditional ML algorithms [34].

34. LR

Modeling the likelihood of a binary result using one or more
predictor variables, LR is a method of statistics used for binary
classification. Typically coded as 0 or 1, LR predicts the chance
that an instance belongs to a certain category, as opposed to linear
regression’s prediction of a continuous result. This is
accomplished by converting the linear sum of the given input
variables into an amount between 0 and 1 using the logistic
function, commonly referred to as the sigmoid function. The
model provides coefficients that indicate the influence of each
predictor and calculates the likelihood that the dependent event
will occur [35, 36]. In order to predict the existence of diseases,
consumer behavior, and other things, LR is often utilized in the
social sciences, medical, and ML domains.

3.5.GB

For regression and classification applications, GB is a potent
ML approach that creates an ensemble of weak learners, usually
DTs. In order to fix the mistakes produced by earlier models,
iteratively adding new models while concentrating on the data
points that are most difficult to forecast correctly is how it
operates. Every new model is trained to gradually minimize the
total prediction error by reducing the residual errors of the
aggregate ensemble. Because GB uses a sequential technique, it
may produce very precise prediction models. This makes it very
useful for managing complicated datasets and identifying minute
trends. To avoid overfitting and maximize performance,
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3.6. K-Nearest

A straightforward, non-parametric, and user-friendly technique
for classification and regression problems in ML is the KNN
classifier. It functions by finding the k instances in the training
dataset that are the closest to a given input (neighbors) and then
predicting the output based on the average value (for regression)
or majority class (for classification) of these neighbors. Distance
measures like Euclidean distance are commonly used to quantify
similarity. Even though k-NN is straightforward, it can be
effective, particularly for short datasets or in situations where the
decision border is extremely irregular. It is, however, sensitive to
the choice of k and the distance measure and computationally
costly for big datasets. For data to perform better, feature selection
and data scaling must be done correctly.

3.7. Ensemble learning algorithms

Combining many ML models to increase overall prediction
accuracy and resilience is known as ensemble learning [38].
Ensemble learning methods like Boosting and Bagging offer
superior predictive performance in SDP by aggregating the
strengths of multiple base models. These approaches reduce
variance (Bagging) and bias (Boosting), leading to more robust
and generalized models. In the context of SDP, where software
quality and reliability are paramount, these techniques outperform
traditional models by handling noisy, imbalanced, and high-
dimensional data more effectively. They also improve recall and
precision, which are critical in identifying actual defect-prone
modules without too many false positives or negatives.

3.7.1. Bagging classifier

Bootstrap Aggregating, or Bagging, is a strategy for ensemble
learning that aims to increase the precision and resilience of ML
models. It entails using several subsets of the training data
produced by Dbootstrap sampling—random sampling with
replacement—to train numerous base models, usually DTs. Every
model undergoes separate training, and for classification tasks, the
predictions are aggregated by a majority vote, and for regression
tasks, through averaging. Bagging, as opposed to using a single
model, produces more consistent and dependable performance by
combining the predictions of many models, which lowers variance
and helps prevent overfitting. One of the most well-known uses of
this technique is RF, which expands bagging by adding more
randomization to the characteristics chosen for each split in the
trees [39].

3.7.2. Boosting classifier

An effective ML method that builds a strong overall model by
combining several weak classifiers is called a boosting ensemble
classifier. Boosting is based on the sequential training of
classifiers, where each new model learns from the mistakes made
by the prior ones. This is usually accomplished by giving
misclassified cases larger weights, which incentivizes the
subsequent classifier in the series to fix the errors. AdaBoost and
GB are two popular boosting methods that iteratively modify the
weights of the classifiers and training data. Boosting improves
the final classifier’s accuracy and resilience by combining the
predictions of all the models, frequently beating the performance
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of individual models, especially in situations with complicated
patterns and noisy data [40].

3.7.3. Stacking classifier

An effective ML method that mixes many base models to
increase prediction accuracy is the stacking ensemble classifier.
This approach involves training several learning algorithms on the
same dataset so they can each generate unique predictions. The
final prediction is then produced by a second-level meta-model
using these predictions as input attributes. By leveraging the
strengths and compensating for the weaknesses of the individual
base models, stacking often results in superior performance
compared to any single model. This approach effectively reduces
overfitting and bias, making it particularly useful in complex tasks
where no single model performs optimally across all scenarios [41].

3.7.4. Voting classifier

A ML model called a voting ensemble classifier aggregates the
predictions of several different classifiers to increase overall
resilience and accuracy. The way the ensemble functions is by
using a voting mechanism, which can be either soft or hard
voting, to aggregate the predictions of its component models.
Hard voting selects the class with the majority of votes as the
final forecast, with each classifier voting for a particular class
label. During the soft voting process, the class with the greatest
average probability is selected by averaging the projected
probabilities of each class from all classifiers. This approach
leverages the strengths of diverse models, reducing the likelihood
of errors and increasing the performance, especially in complex
and noisy datasets. By pooling the decisions of several models, a
voting ensemble can achieve better generalization compared to
any individual model alone [42-44].

3.8. Flow chart

The research utilizes four datasets sourced from Kaggle. First,
the datasets we selected were put into use. By locating and updating
any inaccurate or missing numbers, we guaranteed the integrity of the
data. Next, we employed a range of algorithms and assessed their
performance. It employs a variety of algorithm models, including
GB, KNN, XGB Classifier (XGB), RF, LR, and DT, to predict
software defect risks. To enhance prediction accuracy, the study
also incorporates ensemble models such as Bagging, Boosting,
Stacking, and Voting. We resorted to ensemble algorithms, which
include bagging, boosting, stacking, and voting, in order to
maximize our forecast accuracy. This enabled us to get the most
out of the integrated algorithms and produce thoroughly examined
outcomes. To find out how well the models used in this phase
predicted software defects, they were put through an outcome
analysis. The study applied Grid Search and Cross-Validation
methods to fine-tune the hyperparameters of the classifiers.
Parameters such as the number of estimators, learning rate, and
maximum depth in boosting models were optimized. This tuning
significantly influenced the final results by ensuring each model
performed at its best possible configuration, thus enhancing
accuracy, minimizing overfitting, and improving generalization
across datasets. The model, depicted in Figure 1, provided
insights into the most successful methods used in our study and
summarized our research path.

3.9. Data collection and preprocessing

The datasets used in this study—PC1, JM1, KC1, and CM1—
were selected from the NASA MDP (Metrics Data Program)
repository. These datasets are widely recognized benchmarks in
defect prediction research due to their detailed software metric
attributes and real-world relevance. The variation in dataset size,
the ratio of defective to non-defective instances, and the
distribution of feature values significantly impacted model
accuracy. For example, JM1 is larger and more complex, often
leading to different prediction dynamics compared to smaller
datasets like KC1 or CM1. The data were stored in GitHub nearly
prepared for utilization. Dataset CM1 has 498 rows, 22 columns,
dataset JM1 contains 10880 columns and 22 rows, dataset KC1
contains 2109 columns and 22 rows and dataset PC1 contains
1109 columns and 22 rows [45]. The column “Defect” is
responsible for categorizing SDP prevalence. Each attribute in the
dataset played a vital role in SDP, where target was classified into
two groups. The datasets were then divided into two subsets: one
for testing (20%) and the other for training (80%) [46]. The target
column has been balanced using ADASYN. Figure 2 shows the
count plot of CM1 dataset, Figure 3 for JM1 dataset, Figure 4 for
KCI1 dataset, and Figure 5 for PC1 dataset.

4. Experimental Result

In order to determine the effectiveness of the suggested model
aimed at SDP using the assigned datasets, the evaluation of current
models was crucial in this stage of the project. After the selected
datasets were first implemented, a thorough analysis was
conducted to find and correct any missing or incorrect data points
and guarantee the dataset’s integrity. After that, a wide variety of
ML methods were used, and their effectiveness was carefully
examined. A thorough evaluation of the suggested algorithms’
predictive skills was carried out using confusion matrices, which
comprised important metrics including accuracy, precision, recall,
and F-1 score. A comparison examination was also made possible
by the same inspection that was given to conventional algorithms.
The assessment also looked at how various ensemble methods,
such as bagging, boosting, stacking, and voting, may be used to
combine the advantages of several models to improve prediction
accuracy. Six different classical classifiers were used, and the
results, which were carefully evaluated, made it easier to
determine which methods were best for predicting software
defects. This thorough assessment procedure was essential for
determining the suggested model’s performance and optimizing its
forecast accuracy for real-world use. Table 2 shows the
comparative analysis of traditional algorithms.

Table 2 summarizes the evaluation results of traditional ML
algorithms for SDP across four datasets: PC1, JM1, KC1, and
CM1. These datasets are commonly used in software engineering
research to benchmark defect prediction models. The algorithms
assessed include LR, RF, DT, GB, KNN, and Extreme GB
(XGB). Various performance metrics such as accuracy, precision,
Sensitivity (recall), and Fl-score were used to evaluate the
algorithms’ effectiveness in predicting software defects.

For the PC1 dataset, KNN delivered the best accuracy of
87.08%, with a high F1-score of 87.61%, which suggests a strong
balance between precision and recall. RF followed closely with an
accuracy of 86.36%, with a slightly lower recall but higher
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Figure 1
Methodology of software defect prediction

Data Pre-Processing

Train - Test Split

Traditional Machine Learning model training
(LR, RF, DT, GB, KNN, XGB)

Bagging

Boosting

Stacking

Model Evaluation

Comparison

precision compared to KNN, indicating that it identified more true
positives but missed a few more true defects. The GB algorithm
performed well with 83.97% accuracy and an impressive recall of
91.41%, but its F1-score of 84.87% implies that its precision was
somewhat lacking compared to other models. LR, by contrast,
showed a lower performance at 59.33% accuracy, which
underscores its limitations when applied to the PC1 dataset.

In the JM1 dataset, KNN emerged as the top performer, with an
accuracy of 76.49% and an F1-score of 77.48%, indicating robust
performance in identifying software defects while maintaining a
balance between precision and recall. In contrast, the RF and DT
models performed significantly worse, with accuracies of 55.6%
and 53.06%, respectively. The GB and XGB algorithms were
among the least effective, with accuracies around 51%, suggesting
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that ensemble methods did not generalize well on the JM1 dataset.
The low precision scores for GB and XGB also reflect a high
number of false positives, meaning they incorrectly predicted
many non-defective cases as defective.

In the KC1 dataset, KNN was the most effective model again,
achieving 81.45% accuracy and an Fl-score of 82.14%. This
demonstrates KNN’s capability in predicting software defects with
a high balance between precision and recall. XGB followed with
70.85% accuracy, but it had a lower Fl-score of 73.81%,
indicating slightly weaker performance in balancing precision and
recall. RF underperformed in this dataset, with an accuracy of
63.87% and lower recall, which signals that it struggled to
generalize across different instances of software defects. GB
performed particularly poorly, with an accuracy of just 53.41%, a



Smart Wearable Technology Vol.1 2025

Figure 2
Count plot before and after using ADASYN (CM1 dataset)
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Figure 5
Count plot before and after using ADASYN (PC1 dataset)
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Table 2
Comparative analysis of traditional algorithms
Dataset Algorithm Accuracy Precision Sensitivity F-1 score
PC1 LR 59.33 39.60 62.50 60.1
RF 86.36 89.6 83.41 86.3
DT 76.07 73.76 76.02 76.0
GB 83.97 73.76 91.41 84.8
KNN 87.08 79.7 92.52 87.6
XGB 79.9 72.27 83.9 80.3
M1 LR 64.76 67.17 63.36 64.7
RF 55.6 13.52 77.99 63.4
DT 53.06 6.22 78.72 62.6
GB 51.18 1.01 78.26 61.7
KNN 76.49 64.59 83.89 77.4
XGB 51.49 1.68 83.33 63.4
KC1 LR 72.66 70.70 73.17 72.6
RF 63.87 30.7 70.81 89.3
DT 69.17 54.08 76.8 70.4
GB 53.41 6.19 95.65 67.3
KNN 81.45 72.11 88.27 82.1
XGB 70.85 49.57 85.43 73.8
CM1 LR 78.68 80.95 78.46 74.7
RF 90.71 89.28 90.36 90.6
DT 84.15 82.14 83.13 84.0
GB 92.89 90.47 93.82 92.9
KNN 72.13 64.28 72.11 72.1
XGB 80.87 77.38 80.8 80.2

precision of 6.19%, and a recall 0of 95.65%, indicating that although it
found almost all of the true defects, its precision was alarmingly low,
resulting in a very high number of false positives.

For the CM1 dataset, GB was the standout performer with an
accuracy of 92.89%, and it maintained high scores across all
metrics, with a precision of 90.47%, recall of 93.82%, and an
F1-score of 92.98%. This reflects its ability to accurately predict
software defects while minimizing false positives. RF also
achieved strong performance, with 90.71% accuracy and a
balanced Fl-score of 90.67%, indicating high effectiveness. In
contrast, KNN struggled with this dataset, achieving only 72.13%
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accuracy, which may be attributed to its sensitivity to the choice
of neighbors or the distribution of the data in the CM1 dataset.
LR performed reasonably well with 78.68% accuracy, but its F1-
score of 74.72% highlights some imbalance in precision and recall.

Across all datasets, the KNN algorithm demonstrated consistent
performance, particularly excelling in the PC1 and KC1 datasets with
accuracies of 87.08% and 81.45%, respectively. However, its
performance dipped in the CM1 dataset. RF and GB performed
well in certain datasets (CM1), but their effectiveness varied
significantly across others (JM1, KC1). XGB showed moderate
results, with its best performance in the KC1 dataset (70.85%
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Figure 6
Comparative analysis of traditional algorithm
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accuracy). LR consistently underperformed across datasets, which
aligns with its known limitations in handling complex, non-linear
relationships often present in SDP problems.

In terms of metrics, precision and Recall varied widely
depending on the dataset and algorithm, with ensemble methods
like GB excelling in recall but sometimes suffering in precision.
The imbalance between precision and recall in many models
highlights the challenge of handling imbalanced datasets, which is
a common issue in SDP tasks. Figure 6 shows the comparative
analysis of traditional algorithms.

Table 3 shows the comparative analysis of bagging ensemble
algorithms. The evaluation results for the ensemble bagging
techniques, specifically RF, DT, GB, and KNN, were compared
across four datasets (PC1, M1, KC1, and CM1) for SDP. These
results highlight the performance of each algorithm in terms of
accuracy, precision, sensitivity (recall), and Fl-score, offering
insights into their effectiveness in handling defect prediction tasks.

In the PC1 dataset, KNN performed the best with an accuracy of
86.84% and a high F1-score of 86.72%, showcasing its balanced
performance across both precision and recall. This suggests that
KNN had a strong ability to classify both defective and non-
defective instances effectively. RF and DT followed closely with
accuracies of 82.75% and 83.01% respectively, maintaining
competitive Fl-scores. GB showed slightly lower performance
with an accuracy of 80.62%, and XGB underperformed with an
accuracy of 74.16%. This suggests that while bagging-based
models like RF and DT performed well, boosting-based models
like XGB struggled more on this dataset.

In the M1 dataset, KNN once again led the performance with
72.95% accuracy, 74.15% precision, and an F'1-score of 72.5%. The
ability of KNN to generalize well on this dataset is notable, as it
balanced precision and recall better than other models. However,
RF, DT, GB, and XGB showed a significant drop in performance,
with accuracies ranging from 50.91% (GB) to 54.44% (RF). This

drop in performance may be attributed to the complexity of the
JM1 dataset, where ensemble techniques struggled to handle the
distribution of defects effectively. Particularly, GB and XGB had
low Fl-scores, signaling a higher number of false positives and
lower model stability.

For the KC1 dataset, KNN delivered the highest accuracy at
80.89% with a solid F1-score of 80.73%, reaffirming its strength
in defect prediction. XGB performed competitively with 70.99%
accuracy and a Fl-score of 69.85%, while RF followed closely
with 70.85% accuracy. Both algorithms demonstrated an ability to
detect defects, but the marginally better precision of KNN allowed
it to outperform other models. DT and GB lagged behind, with
significantly lower accuracies of 57.46% and 51.04% respectively,
indicating that these algorithms struggled with the complexity of
the KC1 dataset. GB in particular showed a very low Fl-score,
which reflects poor classification balance.

The CM1 dataset saw the best overall performance from
ensemble models. DT slightly outperformed the other models with
an accuracy of 89.61% and an Fl-score of 89.55%, followed by
GB and RF, both showing strong accuracies at 89.07% and
87.97% respectively. The high Fl-scores across all three
algorithms—DT (89.55%), GB (88.89%), and RF (87.84%)—
indicate that these models effectively balanced precision and
recall, making them reliable predictors of software defects in this
dataset. KNN also showed commendable results with an accuracy
of 84.15% but underperformed slightly compared to bagging-
based models. XGB again lagged behind with 72.67% accuracy,
which demonstrates the challenges that boosting-based models
faced with this particular dataset.

Across all datasets, KNN emerged as the top performer in most
cases, particularly in the PC1 and KC1 datasets, where it
demonstrated the highest accuracy and balanced metrics. Its
ability to leverage neighbor-based -classification seemed to
generalize well to software defect data, especially in cases where
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Table 3
Comparative analysis of bagging ensemble algorithms
Dataset Algorithm Accuracy Precision Sensitivity F-1 score
PCI LR 74.4 74.72 74.57 74.3
RF 82.75 83.74 82.48 82.5
DT 83.01 83.38 82.82 82.8
GB 80.62 82.67 80.19 80.1
KNN 86.84 87.46 86.62 86.7
XGB 74.16 75.48 73.74 73.5
M1 LR 63.13 63.18 63.16 63.1
RF 54.44 65.22 53.72 43.3
DT 52.12 69.4 51.32 36.9
GB 50.91 75.43 50.08 33.8
KNN 72.95 74.15 72.76 72.5
XGB 51.04 60.47 50.22 344
KC1 LR 68.47 68.8 68.53 68.3
RF 70.85 75.49 70.63 69.3
DT 57.46 70.57 57.06 48.8
GB 51.04 67.05 50.56 35.0
KNN 80.89 81.71 80.81 80.7
XGB 70.99 74.27 70.8 69.8
CMI1 LR 78.14 78.16 78.35 78.1
RF 87.97 88.06 87.71 87.8
DT 89.61 89.52 89.59 89.5
GB 89.07 89.51 88.63 88.8
KNN 84.15 85.98 83.18 83.5
XGB 72.67 72.63 72.13 72.2

other models struggled. DT, RF, and GB also performed effectively
in several datasets, especially in CM1, where they showed strong
overall performance. GB and XGB, although powerful boosting-
based techniques, did not consistently outperform bagging
methods like RF or DT across these datasets, particularly showing
weakness in JM1 and KC1 datasets.

These results underscore that while ensemble techniques are
powerful, their performance in SDP is highly dataset-dependent.
For instance, models like DT and RF generally perform well in
datasets with more clear defect patterns (e.g., CM1), but struggle
with noisier or more complex datasets (e.g., JM1). On the other
hand, KNN’s simplicity and ability to adjust to local data
distributions make it more consistent across varying datasets.
Furthermore, models like GB and XGB, which are known for
handling non-linear relationships, might require further tuning or
additional data preprocessing to perform better in defect prediction
tasks. Overall, bagging-based techniques tend to offer more stable
and reliable results for SDP across these datasets. Figure 7 shows
the comparative analysis of bagging ensemble algorithms.

Table 4 shows the comparative analysis of boosting ensemble
algorithms. The evaluation results for boosting algorithms in SDP
reveal significant differences in performance across four datasets
(PC1, IM1, KC1, and CM1) when compared to LR, RF, DT, GB,
and XGBoost (XGB). Each algorithm’s accuracy, precision,
sensitivity, and Fl-score are important metrics to analyze their
performance in identifying software defects.

In the PC1 dataset, RF outperformed the other boosting
algorithms with an accuracy of 86.36% and a high F1l-score of
86.33%, demonstrating strong predictive power with consistent
precision and recall values. GB performed similarly well with
83.25% accuracy and an Fl-score of 83.08%, suggesting that
boosting techniques can handle defect prediction effectively.
However, XGB performed very poorly with an accuracy of
51.67% and an Fl-score of 34.06%, indicating that it struggled
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with this dataset, potentially due to overfitting or the nature of the
dataset not being well-suited for XGBoost’s complexity. LR also
performed decently with an accuracy of 76.31%, but it could not
match the ensemble methods.

In the JM1 dataset, RF once again led the results with an
accuracy of 72.01% and an Fl-score of 71.92%, showcasing its
strong classification abilities in this dataset. GB, on the other
hand, underperformed significantly with an accuracy of 52.09%
and a low Fl-score of 36.82%, indicating that it struggled with
the JM1 dataset, which may be more complex or noisy. XGB was
the worst-performing algorithm in this dataset, with 50.82%
accuracy and an Fl-score of 33.69%, suggesting that it faced
difficulties similar to those in the PC1 dataset. LR performed
slightly better than boosting methods like XGBoost and GB,
achieving 64.29% accuracy, but overall, the results indicate that
boosting techniques are not as effective in this dataset.

In the KC1 dataset, none of the boosting algorithms showed
impressive performance. RF managed to achieve 65.13% accuracy
and an Fl-score of 61.68%, which was the highest among the
boosting models. GB followed with 53.41% accuracy, but its
F1-score of 40.4% reflects its struggle with maintaining a balance
between precision and recall. XGB again performed poorly with
an accuracy of 50.48% and an F'1-score of 33.54%, indicating that
it was not effective in this dataset. LR performed better than the
boosting models with 71.82% accuracy, suggesting that linear
methods may be more suited for KC1’s data patterns than
complex boosting techniques.

The CM1 dataset yielded the best performance overall,
especially for GB, which achieved an impressive accuracy of
94.5% and an Fl-score of 92.26%, demonstrating that GB is
highly effective when the dataset structure favors non-linear
relationships and complex feature interactions. RF also
performed excellently with 90.71% accuracy and an F1-score of
90.51%, maintaining a balanced and strong classification
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Figure 7
Comparative analysis of bagging classifiers

20

10

LR RF | nr | GB | KNN|XGB

Ml

‘RF‘DT\GB‘KN\

il

GB KNN|XGB LR DT ‘ GB |KNN

XGB LR

PC1
®Accuracy | 8275 m.m‘so.az 18684 74.16 | 63.13 5444 52.12\5031 7295 51.04 6847 70.85 5746 51.04 8080 70.99 | 78.14 87.97 89.61\39.07 8415 7267
|aPrecision  83.74 8338 8267 8746 7548 GLI8 6522 69.4 6047 688 7549 7057 67.05 8171 7427 78.16 $8.06 89.52 89.51 8598 72.63
uSensitivily| 82.48 §2.82 80.19 86.62 7374 G3.16 S3.72 S132 S0.08 72.76 5022 6853 70.63 57.06 S0.56 $0.81 70.8 7835 87.71 89.50 $8.63 83.18 | 72.13
F-1Score | 8254 82.89 80.14 86.72 7358 63.13 4332 3692 3388 725 3448 6838 (932 4886 3502 8073 69.85 78.11 87.84 89.55 8889 83.58 7223
Table 4
Comparative analysis of boosting ensemble algorithms
Dataset Algorithm Accuracy Precision Sensitivity F-1 score

PCI LR 76.31 77.11 76.58 76.2

RF 86.36 86.38 86.3 86.3

DT 82.77 82.95 82.9 82.7

GB 83.25 83.92 83.01 83.0

XGB 51.67 25.83 50 34.0

M1 LR 64.29 64.28 64.26 64.2

RF 72.01 72.16 71.94 71.9

DT 61.69 64.01 61.34 59.6

GB 52.09 69.91 51.29 36.8

XGB 50.82 25.41 50 33.6

KC1 LR 71.82 71.83 71.83 71.8

RF 65.13 72.76 64.84 61.6

DT 59.55 69.65 59.19 53.1

GB 53.41 70.45 52.96 40.4

XGB 50.48 25.24 50 334

CM1 LR 74.31 74.65 74.72 74.3

RF 90.71 91.58 90.15 90.5

DT 86.33 86.27 86.2 86.2

GB 94.5 92.5 92.11 92.2

XGB 54.09 27.04 50 35.1

performance. DT followed with a commendable accuracy of
86.33%. However, XGB lagged again with 54.09% accuracy and
a poor Fl-score of 35.1%, indicating that it was outperformed by
all other boosting methods and even linear models like LR
(which achieved 74.31% accuracy).

The results across all datasets suggest that ensemble boosting
techniques like GB and RF are generally effective for SDP, but
their success varies significantly depending on the dataset. RF

proved to be the most stable performer across different datasets,
consistently yielding high accuracy, precision, and F1-scores,
especially in the PC1, JM1, and CM1 datasets. GB showed strong
potential, particularly in the CM1 dataset, where it outperformed
other methods, but struggled in more complex or less structured
datasets like JM1.

XGB, surprisingly, performed poorly across all datasets,
particularly with its accuracy hovering around 50% and F1-scores
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below 40%. This is unusual given XGBoost’s reputation for strong
performance in many classification tasks, and it may indicate that the
algorithm’s default hyperparameters were not optimal for these
specific datasets or that XGBoost was more prone to overfitting or
underfitting in these cases. Figure 8 shows the comparative
analysis of boosting ensemble algorithms.

Table 5 shows the comparative analysis of stacking and voting
ensemble algorithms. The results of stacking and voting ensemble
algorithms in SDP across four datasets—PC1, JM1, KC1, and
CM1—indicate varying performance levels.

In the PCI1 dataset, stacking performed slightly better than
voting, achieving an accuracy of 86.36% compared to voting’s
85.88%. Stacking also had superior Fl-scores (86.21%) and
precision (87.17%), demonstrating its ability to combine models
effectively and yield higher predictive accuracy.

In the JM1 dataset, stacking again outperformed voting, with an
accuracy of 70.47% compared to voting’s 53.17%. The precision and
F1-scores also highlight stacking’s superior performance: 76.63%
precision and 68.39% F1 compared to voting’s 39.24% F1. The

notable gap between the two methods suggests that stacking is
more suited to this dataset’s complexity.

For the KC1 dataset, voting was more effective than stacking,
showing an accuracy of 75.59% versus 61.78% for stacking. Voting
also had better precision (79.71%) and Fl-scores (74.62%),
indicating that combining predictions through voting provided
better generalization for this dataset compared to the more
complex stacking method.

In the CM1 dataset, voting slightly outperformed stacking in
terms of accuracy, with 92.34% compared to stacking’s 91.8%.
However, stacking still delivered strong results with F1-scores
and precision above 91%, showing that both ensemble methods
performed well in this dataset. The minimal difference between
the two methods suggests that both were well-suited to the CM1
dataset’s characteristics. Figure 9 shows the comparative analysis
of stacking and voting ensemble algorithms.

While the Gradient Boosting with Boosting (GBB) model
showed exceptional accuracy in the studied datasets, its
generalizability to other datasets or real-world projects depends on

Figure 8
Comparative analysis of boosting classifiers
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Table 5
Comparative analysis of stacking and voting ensemble algorithms
Dataset Algorithm Accuracy Precision Sensitivity F-1 score
PC1 Stacking 86.36 87.17 86.11 86.2
Voting 85.88 86.79 85.62 85.7
JM1 Stacking 70.47 76.63 70.06 68.3
Voting 53.17 70.89 52.39 39.2
KC1 Stacking 61.78 75.29 61.42 55.5
Voting 75.59 79.71 75.4 74.6
CM1 Stacking 91.8 91.88 91.61 91.7
Voting 92.34 92.5 92.11 92.6
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Figure 9
Comparative analysis of staking and voting classifiers
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various factors. These include the similarity of data distributions, the
relevance of selected features, and the prevalence of defects.
Nonetheless, the robust performance of GBB across multiple
datasets in this study suggests it has strong potential for broader
applicability, provided appropriate tuning and preprocessing are
applied.

5. Conclusion

The comparison of various ML models, including traditional,
bagging, boosting, stacking, and voting ensemble techniques, for
SDP shows that no single method universally outperforms the
others across all datasets. Traditional methods like RF and KNN
performed consistently well, especially in datasets like PC1 and
CMI1. However, ensemble techniques like stacking and voting
offered improved performance in some cases, particularly for
complex datasets like JM1 and KC1, where stacking outperformed
voting in accuracy and precision. Ensemble techniques, due to
their ability to integrate multiple models, provided a balanced
approach to handling SDP, showing resilience in datasets with
different characteristics. This reinforces the importance of
selecting the right algorithm based on dataset attributes, as more
sophisticated techniques such as stacking could be advantageous
when the dataset presents more complex patterns.

One of the primary challenges in using ensemble models for SDP
is the risk of overfitting, especially when dealing with small or
imbalanced datasets. Boosting methods, while powerful, may fit
noise in the data if not properly regularized. Additionally, ensemble
models can be computationally intensive, requiring more resources
and time for training and inference, which may limit their
scalability in large, real-time systems without proper optimization.

In future work, further improvements in SDP could be achieved
by exploring hybrid ensemble techniques that combine the strengths of
stacking, voting, and other ensemble methods. Incorporating advanced
feature engineering, such as deep learning-based feature extraction,
could also enhance model performance. Additionally, investigating
deep learning methods like CNNs and recurrent neural networks
(RNNs) may yield new insights, particularly for larger datasets.
Moreover, cross-dataset validation and automated hyperparameter

tuning through optimization algorithms can help ensure model
robustness and generalizability across various software projects.

Recommendations

To further improve SDP, future research should explore hybrid
ensemble techniques that integrate stacking, voting, and other
ensemble methods to enhance predictive performance. Advanced
feature engineering, including deep learning-based feature
extraction, could provide better representations of software defect
patterns. Investigating deep learning models like CNNs and RNNss
may offer new insights, especially for larger datasets.
Additionally, cross-dataset validation should be conducted to
assess model generalizability across diverse software projects.
Automated hyperparameter tuning using optimization algorithms
can further refine model performance, ensuring robustness and
adaptability to varying dataset characteristics.
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