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Abstract: In order to solve the problems of low efficiency and poor accuracy in measuring the geometrical parameters of braided pipemesh by
traditional methods, an improved method for measuring the geometrical parameters of braided pipe is proposed. The method acquires the
braided pipe grid image by a CMOS camera and reduces the influence of color and noise on the image quality by using preprocessing means
such as grayscaling and bilateral filtering. Subsequently, the region of interest of the woven tube grid structure is extracted from the
background using an iterative method, and the average filament diameter is calculated by Canny edge detection and a modified Hough
transform. Next, the skeleton wire segment contours are obtained using the skeleton operator, and the contours are further optimized by
the RDP algorithm to retain only the straight line segments. The co-linear straight line segments are connected to form a complete mesh
line by a contour merging operation. Finally, the mesh size is indirectly obtained using the improved least-squares method based on
feature classification. Through experimental verification, the method has a practical value as it improves the average wire diameter
accuracy by 3% and the mesh size accuracy by 1% compared with the traditional machine vision measurement method.
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1. Introduction

With the continuous advancement of machine vision
technology and its widespread application in product dimension
inspection, this non-contact measurement method has gained
increasing attention in the field of dimensional measurement due
to its significant advantages. Machine vision can not only be used
to measure the dimensions of parts but also to capture the
geometric parameters of fine mesh structures. The continuous
improvement of digital image processing and pattern recognition
technologies has greatly promoted the application and
development of machine vision in dimensional measurement.

Compared to traditional methods of manufacturing tubular
materials such as winding and extrusion molding, weaving can
accommodate objects of various shapes and form woven
structures of different configurations. It is now widely used in
fields such as healthcare and aerospace. The mesh parameters in
woven tubes are one of the key factors influencing their
performance and applicability.

Different mesh parameters may result in varying physical
properties, flexibility, insulation, flame retardancy, and more.
Therefore, high precision in the dimensions of woven meshes is
required in practical applications. Using measuring tools like
micrometers and vernier calipers to measure the geometric
parameters of woven meshes often involves issues such as
significant human subjective influence, low reliability, and low

efficiency, making it difficult to meet the need for real-time
feedback on measurement results. As a result, machine vision
measurement methods have gradually begun to replace traditional
manual measurement methods [1, 2].

In recent years, scholars both domestically and internationally
have conducted extensive research on the measurement of geometric
parameters of woven meshes. Wang et al. [3] achieved edge point
extraction and fitting of woven meshes using an image
measurement instrument and conducted research on the
calculation of mesh hole spacing and automatic search. Tang et al.
[4] proposed an automatic measurement system for woven mesh
test sieves based on image processing. After capturing images
using a CCD camera, the system processed the images through
software for preprocessing operations and obtained the
dimensional parameters of the woven mesh.

Zhao [5] proposed a measurement scheme based on image
measurement technology to improve the detection efficiency of
image measuring instruments. Using the Hough algorithm, he
obtained the average wire diameter of the metal woven mesh and,
based on Canny edge detection and the maximum bounding
rectangle, determined the largest mesh hole size. Liu [6] proposed
an automatic detection method for test sieves based on image
measuring instruments, which mainly involves edge capturing,
edge fitting, and obtaining sieve hole data to achieve test sieve
calibration results. Although the above traditional computer vision
methods already have an error of less than 7% for metal wires
with a wire diameter of about 0.01 mm, in certain application
scenarios where high precision is required, such as in medical and
aerospace fields, an error of 1 μm may still affect the performance
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of the product. Therefore, further improvement of measurement
accuracy is necessary.

To improve the measurement efficiency and accuracy of the
geometric parameters of woven tube meshes, an improved
measurement method has been proposed. This method involves
capturing images of the woven tube using a CMOS camera,
followed by image preprocessing including grayscaling, bilateral
filtering, and iterative threshold segmentation to extract the region
of interest (ROI) within the woven mesh structure. After
extracting the edge contours of the mesh structure using the
Canny algorithm, the average wire diameter of the woven mesh is
measured through an improved Hough transform. Since the shape
of a single mesh hole is unstable, and to enhance measurement
accuracy, the average hole spacing is used to indirectly obtain the
hole size. The skeleton operator is applied to the ROI to obtain
the skeleton line contours. Using the Ramer–Douglas–Peucker
(RDP) algorithm, the skeleton contours are simplified to retain
only the straight line segments. By merging the contours and
connecting collinear lines, the central axis line of each mesh is
obtained. The average hole spacing between adjacent metal wires
is then calculated using an improved least-squares method based
on feature classification. The mesh hole size is determined by the
difference between the hole spacing and the wire diameter.
Finally, the real size of the woven tube mesh is obtained through
camera size calibration. A comparison between the proposed
improved method and traditional machine vision measurement
methods shows that the improved method provides higher
accuracy in measuring the geometric parameters of woven tube
meshes.

2. Braided Mesh Size Measurement Requirements
and Measurement System

2.1. Measurement requirements

China Industrial Metal Screen Mesh and Wire Woven Wire
Mesh (GB/T 5330.1-2012) and Industrial Wire Woven Wire Mesh
Technical Requirements and Inspection (GB/T 17492-1998)
provide definitions of mesh size ω, wire diameter d, and pitch p
of industrial metal wire braided meshes [7].

Mesh size refers to the distance between two adjacent metal
wires. Wire diameter d is the diameter of the metal wire on the
braided mesh. Pitch p is the sum of the mesh size and wire
diameter, as shown in Figure 1. This paper focuses on measuring
mesh size ω and wire diameter d, as they jointly determine the

performance of the screen. When designing or selecting braided
mesh, it is essential to consider the relationship between mesh size
and wire diameter.

2.2. Measurement system

The measurement system consists of hardware and software
components. The hardware configuration is shown in Figure 2. A
Hikvision 5-megapixel industrial camera is selected as the image
acquisition device, paired with a Light Tiger OTL11.5-05-110C
telecentric lens to ensure high-precision imaging. Additionally, a
parallel backlight is used to optimize image quality, a high-
performance computer is used to process data, network cables
ensure stable image data transmission, and a sample platform is
used to fix the optical equipment.

Regarding software, the development is done using HALCON
20.11 combined with Qt 6.5.1. First, HALCON’s powerful image
processing capabilities are used to preprocess and analyze the
dimensions of the captured braided tube images. Then, key
algorithms from this process are converted into C++ code for
further integration. Finally, within the Qt framework, a complete
braided tube size measurement function is achieved by calling the
Application Programming Interfaces provided by HALCON. This
solution is both efficient and user-friendly, significantly enhancing
the flexibility and scalability of the entire system.

The measurement process of braided tube mesh size is shown in
Figure 3. The specific process is as follows:

1) Image Acquisition and Preprocessing: First, the braided tube
image is captured, and then grayscale conversion and image
filtering are applied to reduce the impact of color and noise.
The iterative method in automatic threshold segmentation is
used to extract the braided mesh area.

2) Average Wire Diameter Measurement: The Canny algorithm is
used to obtain the edge contours of the braided mesh, and the
DBSCAN-based Hough transform is used to fit straight lines
along both edges of a single mesh line. The average wire
diameter is calculated based on the distance between these lines.

3) Calculate the Average Hole Distance: The skeleton wire segment
contour is obtained using the skeleton operator in HALCON, the

Figure 1
Mesh size, wire diameter, and pitch

Figure 2
Braided tube mesh size detection hardware platform
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contour is simplified by the RDP algorithm to remove more than
the contour interference to retain only the straight line segments
and then connected to the common straight line by the
union_collinear_contours_xld operator in HALCON, and
finally, the neighboring wires are obtained by the improved
least-squares method based on the classification of the
characteristics of the average hole distance.

4) Mesh Hole Size Calculation: The mesh hole size is calculated
using the difference between average pitch and average wire
diameter. A calibration plate is used to obtain the pixel-to-real
size conversion factor (P) in the image. Using this conversion
factor, the true size of the braided tube mesh is calculated.

3. Measurement of Woven Mesh Geometric
Parameters

3.1. Image preprocessing

3.1.1. Grayscale processing
Using a Hikvision camera to capture images of the woven tube,

in order to eliminate the impact of color on the woven mesh features,
the image is converted to grayscale using a weighted averaging
method [8], as shown in Equation (1):

Gray ¼ 0:299� Rþ 0:587� Gþ 0:144� B (1)

where R, G, and B represent the values of the red, green, and blue
channels, respectively, and their coefficients correspond to the
perceived weights of red, green, and blue by the human eye.

3.1.2. Filtering processing
Noise reduction processing is used to remove the grayscale

variations in the non-edge regions of the image, which can
effectively suppress the interference of noise on image features.
Bilateral filtering, by combining Gaussian weights in both the
spatial domain and the grayscale domain, can effectively smooth
the noise while preserving image edges, achieving edge-
preserving denoising. This method not only suppresses the
grayscale variations in non-edge regions and reduces noise
interference but also avoids the edge blurring problem caused by
traditional filtering methods, thus maintaining the integrity of
image feature information [9]. The principle is as follows:

q ¼
P

i2SIðiÞ � ωði; pÞP
i2S ωði; pÞ

(2)

ωði; pÞ ¼ gsð p� ik kÞ � grð IðpÞ � IðiÞj jÞ (3)

In the equation, q is the output value after bilateral filtering; p is
the given pixel point; I(i) is the original grayscale of the neighboring
pixel i; S is the neighborhood of pixel p;ω(i,p) is the bilateral filtering
weight from pixel i to pixel p; gsð p� ik kÞ is the spatial domain
Gaussian function; and grð IðpÞj j � IðiÞj jÞ is the range Gaussian func-
tion. Figure 4(b) shows the woven tube image after bilateral filtering.

3.1.3. Threshold segmentation
The iterative method is used to separate the foreground and

background from a grayscale image, and the distinction between
foreground and background is optimized by continuously
adjusting the threshold value until a certain convergence condition
is satisfied. According to the literature [10], the iterative

Figure 3
Braided tube mesh size detection flowchart
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thresholding method is a commonly used image segmentation
method with the following procedure:

Step 1: Determine the initial threshold using the mean of the
image grayscale, as shown in Equation (4), where M and N are
the number of rows and columns of the image and I(i, j) is the
pixel value at position (i, j):

T0 ¼
1

MN

X
M�1
i¼0

X
N�1
j¼0

Iði; jÞ (4)

Step 2:Using the current threshold Tk, classify each pixel in the
image. If I(i, j) > T, the pixel is considered as foreground; otherwise,
it is considered as background.

Step 3: Based on the segmentation result from Step 2, calculate
the average grayscale values of the foreground μF and μB
background, as shown in Equation (5), where Nf and Nb represent
the number of foreground and background pixels, respectively:

µF ¼
P

I i; jð Þ>Tk
I i; jð Þ

nF

µB ¼
P

I i; jð Þ�Tk
I i; jð Þ

nB

8><
>:

(5)

Step 4:Update the threshold. The new threshold Tk+1 is taken as
the median of the average grayscale values of the foreground and
background, Tkþ1 ¼ 0:5� ðµF þ µBÞ.

Step 5: Check if the difference between the new threshold Tk
and the previous threshold Tk+1 is smaller than a preset value
(0.05). If it is Tkþ1 � Tkj j < ε, stop the iteration, and the final thresh-
old is the optimal value Tk+1; otherwise, return to Step 2 and continue
the iteration.

Step 6: When the algorithm converges, perform binary
thresholding on the image using the final threshold T. If the
current pixel value is greater than T, it is output as 0 (foreground);
otherwise, it is output as 255 (background).

To determine the optimal automatic thresholding method,
experiments were conducted to compare the iterative method,
Otsu’s method (maximum between-class variance), and the
K-means method. The experimental results are shown in
Figure 4(c)–(e). From the results, it is clear that the iterative
method can more clearly extract the woven grid structure.
Therefore, the iterative method is chosen for automatic
thresholding [10].

3.2. Woven mesh wire diameter measurement

In digital images, edges refer to the set of pixels where there is a
significant change in grayscale values. Edge detection, as a
fundamental algorithm, plays a crucial role in digital image
analysis and target feature extraction. The Canny edge detection
operator is widely used due to its excellent signal-to-noise ratio,
precise localization ability, single response characteristic, and the
ability to effectively distinguish between true edges and noise
through multi-level thresholding. Therefore, the Canny algorithm
is used to locate the edges of woven metal wires in the mesh
[11–13], as shown in the detection result in Figure 5(a).

The Hough transform is a feature extraction technique used to
detect simple shapes such as lines and circles in an image. It is
particularly suitable for handling cases with noise and
discontinuities but is not ideal for situations with a large number
of abrupt changes (discontinuities).

The traditional machine vision method for measuring wire
diameters involves using the Hough transform to directly fit edge

line features. However, as shown in Figure 5(a), the edge contours
of the woven mesh reveal that the metal wire edges often exhibit
discontinuities due to overlapping, and there are many abrupt
points causing the contours to have irregularities. These abrupt
points can affect the fitting accuracy of the Hough transform.
Therefore, in this study, the DBSCAN algorithm is introduced to
filter out these abrupt points, enabling the Hough transform to
better fit the true edge of the metal wire. The fitting results are
shown in Figure 5(b), and the specific fitting measurement
process is as follows [14]:

Step 1: Construct the edge point set M of the woven mesh. Set
the number of iterations for the DBSCAN algorithm n= 100 and the
inlier threshold d= 3. Initialize the best model parameters
best_model and the maximum number of inliers max_inliers to 0.

Step 2: For each iteration, randomly select two points (x1, y1),
(x2, y2) from the point setM to determine the model parameters. Use
these two points to compute a hypothesis line model y = mx + b.
Then, iterate through the entire point set (xi, yi), calculating the
perpendicular distance from each point to the line di, di = | yi-(mxi
+ b) | /

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þm2

p
. If the distance is smaller than the threshold

di = 3, consider that point as an inlier. If the number of inliers found
in this iteration exceeds the previously recorded maximum number
of inliers, update the best model parameters best_model and the

Figure 4
Woven tube image preprocessing. (a) Woven tube image. (b)
Bilateral filter image. (c) Iterative thresholding segmentation. (d)
Otsu’s thresholding. (e) K-means thresholding segmentation

(a)

(b)

(c)

(d)

(e)
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maximum number of inliers max_inliers, and add all inliers to the
new point set N.

Step 3: After all iterations, the best_model will represent the
final estimated best model parameters. All points identified as
inliers are considered non-discrete points, and the point srt N will
be the non-discrete point set.

Step 4: Use the Hough transform to fit a line to all points in the
non-discrete point set N. Create a line equation r ¼ x cos θ þ y sin θ
and a 2D array S to serve as an accumulator. Iterate through each
point in the point set N, considering a range of possible values for
the parameters of the line (typically angle θ and distance r). For each
point, compute the corresponding r value. Then, increment the
count at the corresponding position in the accumulator array S.
After processing all points, identify the element in the accumulator
with the highest count. The corresponding (r, θ) values for
m ¼ � cos θ = sin θ and b ¼ r = sin θ define the line, which can then
be converted into the standard line equation y = mx + b.

3.3. Measurement of woven mesh hole spacing

As shown in Figure 6, the traditional machine vision
measurement method for woven mesh hole size involves
randomly selecting several mesh holes, performing preprocessing
to obtain the mesh structure, and then fitting the mesh hole edge
feature lines using feature fitting methods to acquire the average
hole spacing. However, due to the inconsistency in hole sizes, this
method has a high degree of randomness, leading to inaccurate

results. Therefore, in order to improve measurement accuracy, this
paper proposes a method to indirectly obtain the hole size by
calculating the average distance between adjacent metal wires
(i.e., the average hole spacing).

3.3.1. Metal wire centerline profile extraction
In image processing, skeletonization, also known as centerline

extraction, aims to reduce the shape of an object to a thin structure
composed of lines. These lines preserve the key features of the
original shape while greatly reducing data volume. To extract the
centerline of the metal wires from the segmented mesh structure,
the skeleton of the mesh structure is extracted. This is achieved by
using the skeleton operator in HALCON to extract the mesh
structure’s skeleton and then converting it into a subpixel contour
using the gen_contours_skeleton_xld operato [15].

The extracted skeleton contours often contain a significant
amount of noise lines, which can greatly interfere with centerline
fitting. In this paper, the RDP algorithm is used to filter out the
noise lines. The RDP algorithm is an iterative method for curve
simplification, which reduces the number of points defining a
curve while retaining the key shape characteristics of the original
curve. When processing skeleton contours, the RDP algorithm can
be used to preserve the main straight segments. The algorithm
principle is illustrated in Figure 7, and the simplification process
is as follows [16, 17]:

Figure 5
Measurement of the diameter of braided pipe wires. (a) Canny
edge detection. (b) Improved Hough transform for line fitting

(a)

(b)

Figure 6
Traditional mesh hole size measurement method

Figure 7
The principle diagram of the RDP (Ramer–Douglas–Peucker)

algorithm
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1) Process 1: Construct a skeleton contour point set P, and set ϵ the
approximation threshold.

2) Process 2: Calculate the straight line segment L between the start
point P[0] and the end point P[n–1]. Traverse through each point
P[i] in the point set P, calculate the distance d from point P[i]

to the straight line segment L, and find the point P[k] with the
maximum distance. If d > ε threshold, connect the point with
the start point P[0] and end point P[n–1], forming new
approximation line segments L1 and L2. Continue calculating
the distances until d < ε threshold.

3) Process 3: When a segment of the contour points satisfies the
straight-line equation y ¼ mx þ b, that segment of the contour
is divided into a straight line. If it does not satisfy the straight-line
equation, that segment of the contour is discarded.

In this paper, to achieve a more ideal segmentation result, the
RDP algorithm is used in a coarse-to-fine manner for skeleton
contour segmentation. The resulting effect is shown in
Figure 8(b). First, a high threshold εmax is used for contour
approximation to segment out larger straight-line contours, and
then a low εmin threshold is applied to further refine and segment
smaller straight-line contours. Compared to a single segmentation,
this method produces a more ideal segmentation result.

After segmentation using the RDP algorithm, the skeleton
contours often exhibit numerous discontinuities. Although an
improved Hough transform can be used to fit straight lines, the
large number of metal wires in the image and the relatively high
computational cost of the Hough transform make it less efficient.
Therefore, to address this issue, the discontinuous contours are
merged, and the faster least-squares method is applied for fitting.
The union_collinear_contours_xld operator is used to connect the
collinear contours. The resulting skeleton contours after merging

the collinear contours are shown in Figure 8(c). This method
effectively connects the discontinuous collinear contours, forming
the centerline contours of the metal wires.

3.3.2. Calculation of average hole spacing
To facilitate the calculation, after fitting the metal wire

centerline contours into straight lines using the improved least-
squares method [18–21], the centerlines are classified based on
different winding directions. The straight lines with positive
slopes are shown in Figure 9(a), and those with negative slopes
are shown in Figure 9(b). The average hole distance calculation
process is as follows:

Step 1: Place all the centerline contours into an empty template
M, and initialize the templates leftlines and rightlines.

Step 2: Select the first contourM1 from the templateM, and place
it into the corresponding initialized template based on its direction.
Obtain its contour point set P. Then, use the DBSCAN algorithm
to traverse each point Pi in the point set. The non-abrupt change
points are added to the point set Q, and through Equations (6)–(10),
the straight line li that best fits the point set Q is calculated.

l1 ¼
Xn
i¼1

yi � ðmxi þ bÞ½ �2 (6)

@l1
@m

¼ �2
Xn
i¼1

xi yi � ðmxi þ bÞ½ � ¼ 0 (7)

@l1
@b

¼ �2
Xn
i¼1

yi � ðmxi þ bÞ½ � ¼ 0 (8)

Figure 8
Metal wire centerline contour extraction. (a) Skeleton contour. (b) RDP segmentation. (c) Contour merging

(a) (b) (c)

Figure 9
Metal wire centerline classification. (a) Positive slope centerline. (b) Negative slope centerline

(a) (b)
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m ¼ n
P

n
i¼1 xiyi �

P
n
i¼1 xi �

P
n
i¼1 yi

n
P

n
i¼1 x

2
i �

P
n
i¼1 xið Þ2 (9)

b ¼
P

n
i¼1 yi �m

P
n
i¼1 xi

n
(10)

Step 3: Sequentially select other contoursMi from the template
M, and fit them into straight lines li using the same principle as in
Step 2. Then, use the angel_II operator to calculate the angle θi
between each line li and l1. Based on the judgment criteria 0 ≤ θi
≤ 20°, if the condition is met, the line is considered to be in the
same direction as l1 and is placed in the same template; otherwise,
it is placed in a different template.

Step 4: Sequentially calculate the average distance between
adjacent centerlines in the templates lifelines and rightlines.
Finally, calculate the average of the average distances obtained
from the two templates, which will be used as the average hole
distance between the metal wires.

3.4. Camera size calibration

The wire diameter and hole distance of the woven grid obtained
through the image processing and feature extraction described above
are in pixels. To obtain the actual dimensions, a standard 5.000 mm
circular gauge block is measured using the designed system,
resulting in 103.6967 pixels. Therefore, the system’s dimension
conversion unit P is 0.009644 mm/pixel.

4. Experimental Verification

The designed system is used to capture images of a braided tube
with a wire diameter of 0.01 mm and a mesh hole size of 0.04. The
image processing and feature extractionmethods described above are
used to measure the geometric parameters of the braided tube mesh.
As shown in Figure 10, by measuring the wire diameter at three
locations, the average wire diameter is obtained as 0.01023 mm,

with a measurement error of 2.3% compared to the actual wire
diameter. The average hole distance is calculated as 0.04977 mm
by measuring the average distance between two sets of center-
lines in different directions. The mesh hole size is obtained as
0.03954 mm by calculating the difference between the hole
distance and wire diameter, with an error of 1.15% compared to
the actual mesh hole size.

Zhao [5], in his article “Research on Image Measurement
Techniques in the Calibration of Test Sieves,” measured wire
parameters by traditional machine vision methods. Traditional
machine vision measurement methods directly fit edge features
through the Hough transform for measuring wire diameter. For

measuring mesh hole size, several grids are randomly selected, and
their average size is taken as the final mesh hole size. To verify
whether the accuracy of the method described in this paper is
improved compared to traditional machine vision measurement
methods, the measurement results are compared. To eliminate the
possibility of measurement errors due to chance, four groups of
measurements are conducted on different regions of the braided
tube with a wire diameter of 0.01mm and a mesh hole size of 0.04,
as shown in Figure 11. The wire diameter measurement results for

the two methods are shown in Table 1; the hole distance
measurement results for the method described in this paper are
shown in Table 2, and the mesh hole sizes calculated by this
method and measured by the traditional method are shown in Table 3.

As shown in Table 1, for wire diameter measurement, the
DBSCAN algorithm filters out discrete points, resulting in a fitted
feature that is closer to the edge. This leads to an improvement of
about 3% in the measurement accuracy of the wire diameter using
the method described in this paper compared to the traditional

Figure 10
Braided tube mesh size measurement

Figure 11
Four region images of the braided tube

Table 1
Average wire diameter measurement results

Number Method Average wire diameter Error

1 Our Approach 0.01017 mm 1.7%
1 Traditional Method 0.01045 mm 4.5%
2 Our Approach 0.01025 mm 2.5%
2 Traditional Method 0.01067 mm 6.7%
3 Our Approach 0.01013 mm 1.3%
3 Traditional Method 0.01035 mm 3.5%
4 Our Approach 0.01016 mm 1.6%
4 Traditional Method 0.01042 mm 4.2%

Table 2
Average hole diameter measurement results

Number Method Average hole distance

1 Our Approach 0.04971 mm
2 Our Approach 0.04954 mm
3 Our Approach 0.04985 mm
4 Our Approach 0.04982
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method. According to Tables 2 and 3, the method of indirectly
obtaining the mesh hole size by calculating the average hole
distance and average wire diameter has an accuracy improvement
of about 1% compared to the traditional method, which directly
measures the average mesh hole size. In conclusion, the method
presented in this paper shows a certain improvement in accuracy
compared to traditional measurement methods.

5. Conclusion

Aiming at the limitations of the traditional machine vision
measurement method in measuring the geometric parameters of
braided tubes, this study proposes an improved measurement
method and verifies its effectiveness through experiments. First, in
terms of braided mesh area segmentation, the iterative method,
Otsu method, and K-means method are compared, and the results
show that the iterative method is able to segment a clearer braided
mesh structure. Second, the DBSCAN-based Hough transform is
used for average wire diameter measurement, which effectively
reduces the interference of mutation points and significantly
improves the measurement accuracy. In addition, accurate
measurement of average aperture distance between adjacent wires
is achieved by skeleton optimization and improved least squares
based on feature classification. In terms of mesh size
measurement, the indirect measurement method combining the
average aperture distance and the average conductor diameter has
higher accuracy compared with the direct measurement.
Experimental results show that the error of the average wire
diameter measured by this method is less than 3% and the error of
the mesh size is less than 2%, which is significantly better than
the traditional measurement method. The improved method
proposed in this study shows good practicality and high
measurement accuracy in the field of woven wire mesh inspection.
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