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Abstract: Hepatocellular carcinoma (HCC), commonly referred to as “primary” liver cancer, represents the fourth leading cause of cancer-
related mortality worldwide. Despite its high fatality rate, several studies have highlighted that early detection and accurate diagnosis can
significantly reduce disease progression and improve patient survival outcomes. With the rapid increase in the use of imaging modalities
such as computed tomography and magnetic resonance imaging, medical specialists are confronted with the challenge of interpreting vast
amounts of complex data. Manual classification of cancer through these imaging techniques is not only labor-intensive and time-consuming
but also prone to human error, especially when dealing with large, heterogeneous datasets. In this context, computer-aided diagnosis (CAD)
systems have emerged as powerful tools to support radiologists in achieving faster and more reliable decision-making. Thus, the primary
goal of this effort is to design an advanced CAD framework for the accurate detection of liver cancer by leveraging the potential of deep
learning methodologies. Specifically, transfer learning strategies combined with convolutional neural networks are employed to enhance
classification performance. Two state-of-the-art pretrained models, VGG-16 and MobileNet-V1, are utilized within the proposed frame-
work to optimize feature extraction and improve diagnostic accuracy. Experimental results demonstrate that the proposed model achieves
an impressive classification accuracy of 96% in distinguishing HCC cases. Data collection (i), data preprocessing (ii), and data analysis
(iii) are the three fundamental stages that make up the architecture of the system. Overall, this study provides a reliable and efficient approach
for liver cancer detection, offering a substantial contribution to early diagnosis strategies and paving the way for improved clinical decision
support in oncology.
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1. Introduction

The International Agency for Research on Cancer estimates
that 9.7 million people died from cancer worldwide in 2022, with an
estimated 20 million new cases being diagnosed [1]. Hepatocellular
carcinoma (HCC), in particular, is one of them that continues to
pose a serious threat to world health. HCC caused more than
866,000 new cases and 758,000 deaths globally, making it the third
most common cause of cancer-related fatalities and the sixth most
often diagnosed malignancy [2–4]. Since cirrhosis and chronic
liver disorders are common causes of HCC, early and precise
identification is crucial to enhancing treatment results and survival
rates.

In clinical practice, radiologists primarily rely on contrast-
enhanced computed tomography (CT) or magnetic resonance
imaging (MRI) scans to identify and analyze liver lesions. These
modalities provide detailed visualizations of liver structures and
potential vascular involvement. However, the interpretation of med-
ical images remains largely manual or semi-automated, which is
time-consuming, subjective, and prone to error [5]. Consequently,
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automated and intelligent diagnostic tools are increasingly being
sought to improve accuracy, reduce costs, and enhance early
detection efficiency.

For the purpose of identifying and categorizing liver can-
cers, several computer-aided diagnosis (CAD) systems have been
developed over the past decade [6–8]. The recent rise of artifi-
cial intelligence, particularly deep learning (DL), has opened new
horizons in the field of medical imaging. Deep learning, a sub-
field of machine learning (ML) based on deep neural networks, has
shown significant promise in image classification, segmentation,
and disease prediction [9, 10].

Numerous studies have demonstrated the efficacy of DL
based approaches across different medical domains. For example,
Khan et al. [11] proposed amodifiedMobileNet model with residual
skip blocks, achieving 93.2% accuracy for multiclass brain tumor
classification.

Khan et al. [12] developed a hybrid deep dense learningmethod
combining transfer learning (TL) with a Vit-L16 transformer archi-
tecture for breast cancer diagnosis. This approach utilizes ResNet50,
EfficientNetB1, and a proposed ProDense block as the backbone
models for training extensive features, achieving an accuracy of
98.08%.

Khan et al. [13] propose an effective ensemble method for
diabetic retinopathy diagnosis with three pretrained models with
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the best performance named DenseNet169, MobileNetV1, and
Xception for diverse feature extraction.

Regarding liver cancer detection, both traditional ML and deep
learning models have been explored by utilizing very accurate pic-
ture processing techniques such as image segmentation, detection,
analysis, and classification [14–17].

Early ML-based approaches utilized SVM classifiers cou-
pled with region-growing segmentation techniques, reaching 98.6%
accuracy on 120 CT images [18]. The suggested method, which is
divided into three primary stages – segmentation, feature extrac-
tion, and classification – classifies tumors into benign andmalignant
groups.

More recently, advanced hybrid models have been developed
for HCC prediction. One such model employs a three-component
architecture (NCA-GA-SVM) that integrates neighborhood compo-
nent analysis (NCA) for feature extraction, genetic algorithm (GA)
for feature optimization and parameter tuning, and support vec-
tor machine (SVM) for binary classification. This two-level feature
selection strategy achieved a prediction accuracy of 96.36% when
validated on 165 HCC patients [19].

Deep learning-based approaches have further evolved to
include complex architectures. Zhou et al. [20] introduced a hier-
archical convolutional neural network (CNN) framework for the
classification of focal liver lesions from multi-phase CT scans,
distinguishing between malignant and benign types across 616
nodules.

Another CNN-based CAD system achieved classification
accuracies above 98% across various tumor types using venous-
phase CT scans [21].

More recent studies have explored sophisticated architectures.
Amin et al. [22] proposed an optimized generative adversarial
network (GAN) based framework for liver disease identification,
integrating ResNet-50 for feature extraction, YOLO-v3 for tumor
detection, and InceptionResNet-v2 for segmentation. Their model
achieved 95% accuracy and 0.99 mean average precision (mAP).

Lin et al. [23] achieved 90% accuracy using a VGG-16-
basedCNNapplied to combined two-photon excitation fluorescence
(TPEF) and second harmonic generation (SHG) images for HCC
detection.

In the study conducted by Chou et al. [24], a neural network-
based model was developed for detecting and classifying the
severity of nonalcoholic fatty liver disease using B-mode ultrasound
images. Multiple pretrained CNNs were evaluated, with ResNet-50
v2 achieving 84% accuracy.

Finally, Chen et al. [25] utilized the SENet model to clas-
sify HCC differentiation in histopathological images, outperforming
VGG16, ResNet50, and other deep models with an accuracy of
95.27%.

A comparative summary of these recent studies and their main
characteristics is provided in Table 1.

This table provides an overview of prior studies on liver
cancer detection using deep learning, focusing on imaging types,
model architectures, feature extraction methods, and reported
results.

One of the major challenges in deploying deep learning models
for medical image analysis is the need for large, annotated datasets.
In the medical domain, data acquisition is not only costly but also
subject to strict privacy regulations and anonymization procedures,
which further complicates data collection. Additionally, training
deep learning models can be time-consuming and necessitate sig-
nificant computer resources, such as powerful graphics processing
units (GPUs).

Given these limitations, any proposed method must not only
focus on accuracy and robustness but also take into account the
computational cost and scalability.

In this study, we address the problem of liver cancer (HCC)
classification and detection under the constraint of having a limited
number of annotated medical images per category. The follow-
ing section describes the dataset characteristics and our proposed
method to overcome these challenges.

2. Materials and Proposed Methods

Figure 1 illustrates the workflow of the proposed CAD sys-
tem for HCC classification and detection, based on TL. The process
begins with the acquisition of liver MRI images, which are first
subjected to a data processing stage that includes augmentation and
annotation.

Table 1. Comparative summary of recent deep learning approaches for liver cancer (HCC) detection and classification

Study/Author Image Acquisition Models/Classifier Results
Książek et al. [19] 165 CT images NCA-GA-SVM Accuracy = 96.36%

F1-score = 95.52%
Zhou et al. [20] 616 multi-phase computed

tomography (CT) images
Convolutional neural
network (CNN)

Accuracy = 73.4%

Li et al. [21] 165 CT scans CNN-based CAD Accuracy = 98%
Lin et al.[23] 217 TPEF and SHG images VGG-16 Accuracy = 90%
Chen et al. [25] 444 histopathological images SENet, VGG16, ResNet50 Accuracy = 95.27%

Sensitivity = 99.41%
Precision = 92.02%
F1-score = 95.11%

Chou et al. [24] 21,855 B-mode US images VGG 19, ResNet-50 v2,
MobileNet v2, Xception,
and Inception v2

Accuracy = 0.84%
Sensitivity = 0.83%
Specificity = 0.94%
F1-score = 0.84%

Devi and Seenivasagam [18] 120 CT images SVM Accuracy = 98.6%
Amin et al. [22] CT – 3D-IRCADb-01 ResNet-50, YOLO-v3,

InceptionResNet-v2
Accuracy = 95%
mAP = 0.99%
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Figure 1. Schema of proposed approach

These processed images are then fed into two deep learning
models: VGG-16 for cancer classification and MobileNet-V1-SSD
for tumor detection.

The performance of the proposed system is evaluated using
standard metrics such as accuracy, sensitivity, and specificity, as
discussed in the Results and Discussion section.

2.1. Data collection

The liver MRI images used in this study were provided by
the University Hospital of Clermont-Ferrand (CHU), France. All
images were acquired by qualified radiologists using standard digi-
tal imaging protocols. Prior to image acquisition, informed consent
was obtained from each patient, allowing the anonymized data
(including medical images and limited clinical metadata) to be used
for research purposes. All personal identifiers were removed, and
the dataset was securely stored on the CHU’s servers in compliance
with data protection regulations.

The initial dataset comprised 334 MRI liver images, acquired
following the injection of contrast agents to enhance tumor visibil-
ity. MRI was selected over CT and ultrasound due to its superior
contrast resolution and its ability to provide both morphological and
physiological information [26]. The dataset contains both benign
(normal) and malignant (cancerous) cases, with image sizes of
520 × 520 and 320 × 260 pixels. 20% of the dataset was put aside
for testing, and the remaining 80% was used for training.

2.2. Data processing

2.2.1. Data augmentation
In medical imaging, deep learning models typically perform

better when trained on large datasets. However, acquiring large-
scale, annotated medical datasets remains challenging due to issues
of patient privacy, labeling costs, and the limited availability of
expert radiologists. To mitigate these limitations and reduce over-
fitting, data augmentation techniques are applied to artificially
increase the size and diversity of the training dataset [27, 28].

Data augmentation involves applying a range of transfor-
mations such as flipping, rotation, noise addition, and blurring
while preserving the semantic integrity of the original image. This
approach improves the generalization capabilities of the model and
helps it adapt better to unseen data.

The specific augmentation parameters used in our study are
summarized in Table 2.

Table 2. Data augmentation parameters

Parameter Description Value
Flip Reversing rows or columns of

pixels vertically and horizontally
0.3

Rotation Rotate to the right or left on a
25°axis

25°

Noise Addition of random noise 0.5
Blur Application of a light blurring filter 0.1

These parameters were selected based on empirical evaluation
and common practices in medical image preprocessing.

We apply a variety of augmentation techniques such as rota-
tion, translation, noise injection, and flip to produce new versions
of existing images (Figure 2).

This step played a key role in enhancing the ability of our clas-
sification and detection model to generalize by introducing a wide
variety of data during its training. Data augmentation was partic-
ularly crucial given the limited size of the medical image dataset,
making the training data more diverse, which helps to prevent the
model from overfitting.

2.2.2. Data annotation
Once the data quantity problem is resolved, an equally impor-

tant element is needed in the process of our CAD system to classify
and detect liver tumors. This element involves assigning seman-
tic labels or textual descriptions to images. In the medical field,
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Figure 2. Images augmentation with flip, rotation, noise, and
blur after applying DataSet Generator

assembling an annotated and labeled database presents a challenge
because of limited resources.

In addition, it takes a lot of time during the acquisition, which
is rarely annotated. Various studies have highlighted this technique
[29], which aims to improve medical assistance by creating a help
tool that describes, analyzes, and locates such diseases in the content
of images.

Effective annotation should ensure two things: first, objects
must be accurately labeled with the correct class, and second, pixels
that contain the object must be accurately selected.

Annotation in general methods falls into one of three
categories:

1) Manual annotation, where the user manually selects and labels
the regions of interest.

2) Automatic annotation, where the system automatically detects
and labels the semantic content of the images with a set of
keywords or using pretrained models.

3) Semi-automatic annotation, which combines both approaches by
integrating human assistance into the automatic process.

While manual annotation offers higher precision, it is often
labor-intensive and time-consuming. In contrast, automatic methods
provide scalability but may suffer from lower accuracy, especially
in complex medical cases. Semi-automatic approaches [30, 31]
attempt to balance these trade-offs by involving clinicians in a
guided annotation process.

In our approach, image annotation is used to detect and localize
cancerous lesions in liver MRI scans.

For this task, we employed the LabelImg tool, an open-source
graphical annotation tool implemented in Python (Figure 3). It

Figure 3. Example image annotation using LabelImg

allows for precise manual labeling by selecting the tumor region
with bounding boxes.

The annotations are saved in Pascal VOC format (XML files),
which are then divided into training and testing subsets for model
development and evaluation.

2.3. Data analysis using transfer learning

The second stage of our proposed CAD system relies on deep
learning, employing TL with two well-known models: VGG-16 and
MobileNet-V1.

TL [32] is an effective strategy that leverages knowledge
gained from solving a source task and applies it to a different but
related target task [33, 34]. With the development of deep learning,
this approach has been shown to be quite effective.

Indeed, this field’s models need a lot of resources and lengthy
processing durations. TL efficiently resolves complicated issues
with less training time by using pretrainedmodels as a starting point.
This enables the quick construction of high-performance models.

Figure 4 shows the contrast between the process of traditional
ML and TL. Conventional machine learning, as we can see, attempts
to learn each task independently using a distinct model from the
beginning. TL, on the other hand, attempts to apply information
from earlier source tasks to target activities, which have very little
labeled data [35].

Practically, this study aims to implement TL by employ-
ing pretrained CNNs for the classification and detection of HCC
tumors.

The core idea is straightforward: to reuse and adapt the
knowledge embedded in CNN architectures that were originally
trained on large-scale datasets (source domain) to effectively
address our target task, which involves limited annotated medical
images.

In our approach, we utilize two different deep learning archi-
tectures: VGG-16, applied for image classification (normal vs. can-
cerous), and MobileNet-V1-SSD, employed for tumor localization
and detection.

2.3.1. VGG-16 model
As shown in Figure 5, the architecture of the VGG-16 [36]

model is pretrained with TL.
Originally, this model was trained on the ImageNet dataset,

which contains over 14 million natural images categorized into
1,000 classes, and achieved an accuracy of 92.7% [37].

In our proposed classification pipeline, we adopt the pretrained
VGG-16 model and modify its final layers to suit the binary classi-
fication task of distinguishing between normal and cancerous liver
MRI images. Specifically, the original fully connected (FC) layers

Figure 4. Comparison between transfer learning vs. machine
learning
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Figure 5. VGG-16 architecture

are replaced with custom layers matching our dataset’s number of
features and target classes (2 classes).

The VGG-16 architecture consists of 13 convolutional layers
and 3 FC layers, structured as follows:

The input to the network is a 224 × 224 × 3 image.
The first 2 convolutional layers use 64 filters, followed by a

max pooling layer. Then, the next 2 convolutional layers apply 128
filters, also followed by a max pooling layer.

The subsequent 3 convolutional layers (fifth, sixth, and
seventh) use 256 filters, again followed by pooling.

Therefore, the final 6 convolutional layers use 512 filters,
grouped in 2 blocks, each ending with max pooling.

Finally, the last classification block includes 2 FC layers with
512 units each and an output layer with 2 neurons, corresponding to
the normal and cancer classes.

All hidden layers use the ReLU activation function, while the
output layer uses softmax for class probability estimation.

2.3.2. MobileNet-V1-SDD model
MobileNet is a special convolutional neural network architec-

ture introduced by Google in 2017 [38].
The idea behind this model lies in the use of a new type of

convolution, “depthwise separable convolution,” which drastically
reduces the number of parameters and computation compared to
standard convolutions (as illustrated in Figure 6, which contrasts it
with the standard convolution approach).

Figure 7, which presents the typical structure of a depth-
wise separable convolution block, shows the separation between
depthwise and pointwise convolutions with intermediate ReLU6
activation and batch normalization.

This convolutional operation is composed of two separate
layers: depthwise convolution, in which a single filter is applied
per input channel, and the pointwise convolution (1 × 1), which
combines the outputs of the depthwise step [36].

MobileNet also introduces two hyperparameters: the width
multiplier and the resolution multiplier, which provide trade-offs
between accuracy and efficiency. These parameters regulate the

Figure 6. Visualization of depthwise separable structure used in
MobileNet (left) and standard convolution (right)

Figure 7. Depthwise separable convolution block

number of input/output channels of convolution layers and the
resolution of the input data (i.e., height, width).

For our application, we employ the MobileNet-V1 Single Shot
Detector (SSD) framework for the detection and localization of
HCC tumors. A one-stage object identification technique called
SSD [39] detects objects of varied sizes by using numerous feature
maps that have been derived at different scales. In particular, six
convolution layers (including conv11 and conv13) are chosen for
SSD level detection, and the MobileNet-V1 basis is expanded with
eight further convolution layers beyond conv13 (Figure 8).

Each convolutional block in MobileNet is followed by batch
normalization and the ReLU6 activation function [40], ensuring
the stability and nonlinearity. The final SSD detection layers apply
classification and localization predictions across multiple scales,
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Figure 8. Overall architecture of MobileNet-V1-SSD used for liver tumor detection

enabling the model to identify both small and large tumors in liver
MRI images.

The advantages ofMobileNet-V1-SSD include its lowmemory
footprint, high detection speed, and suitability for limited resource
environments – factors that are especially important in clinical
settings.

Table 3 summarizes themain training hyperparameters used for
VGG-16 and MobileNet-V1-SSD models, including learning rates,
batch sizes, optimizers, and number of epochs.

Table 3. Parameter values for models

Hyperparameter VGG-16 MobileNet-V1-SSD
Input image size 224 × 224 300 × 300
Learning rate 0.001 0.001 (base), 0.01 (head)
Epochs 100 50
Batch size 8 5
Optimizer Adam SGD

3. Results and Discussion

We conducted all our tests and training on a laptop equipped
with an Intel Core i7-7500U CPU/3.50 GHz processor with 8 GB
RAM and an NVIDIA GeForce GT920M graphics card.

The CAD method presented consists of two steps: the prepa-
ration of data and the training of models used for the classification
and detection of cancerous lesions. During data preparation, aug-
mentation andmanual annotation were employed to enhance dataset
quality and diversity. The training phase involved two deep learn-
ing models: VGG-16 for classification (normal vs. cancerous) and
MobileNet-V1-SSD for tumor detection and localization.

A total of 2000 liver MRI images were used through data
augmentation techniques (see Section 2.2), with 80% allocated for
training and 20% for testing. This augmentation was critical to
improving model generalization and reducing overfitting.

3.1. Classification performance with VGG-16

The proposed model was trained for 100 epochs. As shown in
Figure 9, from epoch 0 to epoch 29, the training accuracy increases
rapidly, reaching approximately 92%, and then gradually converges
to around 96%. Similarly, a significant drop in the training loss is
observed from epoch 0 to epoch 25, decreasing to approximately
0.12. After that, the loss stabilizes around 0.09. This behavior

indicates that the model learns efficiently during the initial epochs
and then reaches a stable performance, suggesting convergence with
minimal overfitting.

Figure 9. Training and validation accuracy/loss of the proposed
model VGG-16

In addition, Table 4 provides a detailed evaluation of the
model’s predictive capability on the test set. Specifically, 173 of the
184 HCC cases were correctly classified as cancer (true positives),
while 11 were misclassified as normal (false negatives). Similarly,
out of 182 normal cases, 179 were accurately identified as normal
(true negatives), whereas only 3 were incorrectly labeled as cancer
(false positives). These results support the model’s robustness and
generalization ability when applied to new data.

Table 4. Confusion matrix for the classification model

Predicted values
Cancer Normal

Cancer 173 11Actual values
Normal 3 179
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True positive refers to correctly identified tumor pixels, true
negative refers to correctly identified non-tumor pixels, false posi-
tive refers to incorrectly identified tumor pixels, and false negative
refers to incorrectly identified non-tumor pixels.

Each of these metrics is computed for the two classes, and the
average of all these metrics is used to determine the algorithm’s
overall measure.

Accuracy, confusionmatrix, precision, and F1-score are the cri-
teria used to analyze the performance of the suggested model, and
they are displayed in Table 5.

Table 5. Evaluation metrics

Classifier VGG-16
Accuracy (%) 96
Sensitivity (%) 94
Specificity (%) 98
Precision (%) 98
F1-score (%) 98

The performance measures considered are defined as follows:

Precision = T P
T P + F P

(1)

Sensitivity = T P
T P + F N

(2)

Specificity = T N
T N + F P

(3)

F1-score = 2 × Prcision × Sensitivity
Prcision + Sensitivity (4)

Accuracy = T P + T N
T P + T N + F P + F N

(5)

where TP, FP, TN, and FN indicate the number of true positives,
false positives, true negatives, and false negatives, respectively.

The VGG-16 model demonstrated excellent performance on
the liver MRI dataset. It achieved an accuracy of 96%, a sensi-
tivity of 94%, and a specificity of 98%, indicating a high ability
to correctly classify both cancerous and normal cases (Table 5).
Moreover, the precision and F1-score, both at 98%, reflect a
balanced performance between detecting true cancer cases and min-
imizing false positives – an essential criterion in medical image
analysis.

3.2. Detection performance with MobileNet-V1-SSD

The detection stage was conducted using the MobileNet-V1-
SSD architecture, trained to localize liver tumors within MRI
images. Prior to training, a manual annotation process was carried
out using the LabelImg tool, where each tumor was labeled with
bounding boxes and tagged as “tumor”.

The dataset (340 images annotated in.jpg and.xml) is used:
80% for training and 20% for testing.

The model was trained over 50 epochs, with performance
evaluated at each step using the PASCAL VOC metric.

The detector’s localization and classification performance are
assessed using the PASCAL VOC assessment [41]. According to

the PASCAL VOC metric (Figure 10), a detection is deemed valid
if it has a 50% Jaccard overlap and the same prediction label as the
ground truth.

Figure 10. Illustration of Jaccard calculation

As the values FP, FN, and TP can be modified by setting differ-
ent thresholds, it is crucial to evaluate the accuracy and sensitivity
at various thresholds in order to gauge the overall performance of
a detector model. mAP is the average of the APs for all classes,
whereas average accuracy (AP) is the average of the maximum
accuracy at different recalls for each category.

Table 6 presents a snapshot of the training console output dur-
ing the final epochs (36 to 49) of the MobileNet-V1-SSD model.
The table displays the progression of the total validation loss, as well
as its components (regression loss and classification loss) across
epochs. These logs confirm the consistent trend observed in the
quantitative analysis, with a gradual reduction in the loss values
indicating improved model performance. Notably, the total valida-
tion loss decreased to 2.899 by epoch 49, with a regression loss of
0.972 and classification loss of 1.957.

Table 6. Training log output of MobileNet-V1-SSD

Epoch
Validation

loss

Validation
regression
loss

Validation
classification

loss
36 3.2228 1.1355 2.8056
37 2.9965 0.9990 2.8056
38 2.9961 0.9990 2.8349
39 3.0714 1.0289 2.1266
40 1.8877 0.0612 2.1266
41 2.5906 1.1291 2.0662
42 2.9436 0.9478 1.9958
43 2.9542 0.9478 1.9958
44 3.0776 1.1097 2.2579
45 3.0655 0.9897 2.8668
46 2.9629 0.9629 1.9598
47 2.8288 0.9496 1.9733
48 2.9292 0.9496 1.9733
49 2.9326 0.9724 1.9597

This table summarizes the results of the MobileNet-V1-SSD
model from epoch 36 to 49, showing validation loss, regression loss,
and classification loss evolution.

After evaluation on the validation set, the trained model
achieved amAP of 63%, indicating amoderate yet encouraging abil-
ity to correctly detect and localize liver tumors within the limited
dataset.

These values indicate an acceptable trade-off between local-
ization accuracy and classification confidence. While the mAP is
lower than typical classification accuracies, this is expected in detec-
tion tasks, especially in medical contexts (liver tumor localization),
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particularly with limited and manually annotated data, which sig-
nificantly impacted model performance. Compared to traditional
detectors such as YOLOv3 and Faster R-CNN [42, 43], which
often report mAP scores above 70% in large-scale datasets, the
MobileNet-SSDmodel offers a computationally efficient alternative
suitable for clinical environments with constrained resources.

Figure 11 shows liver tumor localization using MobileNet-V1-
SSD with an overlap score. This metric represents the probability
value of the tumor covering the bounding box (for our model, the
threshold is set at 50%). In the event that the score is below the cut-
off, TN is recognized, and the tumor is not found. For various MRI
images, the above figure shows the 74%, 97%, and 92% confidence
scores for tumor detection during testing.

3.3. Discussion and limitations

The proposed CAD system, combining VGG-16 for classi-
fication and MobileNet-V1-SSD for detection, has demonstrated
promising results in liver cancer diagnosis. The classification model
achieved an accuracy (96%), reflecting its robustness in differentiat-
ing between normal and cancerous liver MRI images. Additionally,
the detection model yielded a mAP of 63%, which is considered
acceptable given the complexity of medical object detection and the
limited size of the dataset.

One of the key strengths of the proposed approach lies in the
balance it achieves between computational efficiency and diagnostic
performance. The use of TL with pretrained models for HCC pre-
diction significantly reduced the execution time and led to improved
accuracy.

However, several limitations must be acknowledged:
One major limitation is the requirement for large and high-

quality datasets. Deep learning including TL heavily relies on vast
amounts of well-curated data to learn patterns and make accu-
rate classifications and localizations. Although data augmentation
increased the dataset to 2000 images, the number of annotated
HCC datasets MRI (approximately 334) remains relatively small
for training models due to the rarity of the disease and the need for
comprehensive clinical and imaging data. This scarcity may limit
the model’s ability to generalize to unseen data or diverse patient
populations.

Annotation quality and consistency are crucial in tumor detec-
tion, and this is another limitation. Manual annotation using

LabelImg introduced the potential for human error and inconsis-
tency, particularly for small or low-contrast tumors. The quality of
bounding boxes directly influences the detection performance of the
MobileNet-V1-SSD.

While the classification model achieved excellent results, the
detection model’s mAP of 63% suggests room for improvement
(moderate detection accuracy). This score indicates that some
tumors, particularly those with atypical appearance or boundary
locations, were missed or incorrectly localized.

In addition, the generalizability of deep learning models and
the imbalanced representation of tumor types are other limitations.
The dataset may not fully represent all variations in liver tumor types
(e.g., stages, shapes, intensity), which could bias the model toward
more common cases and reduce its effectiveness in rare or complex
scenarios, leading to inaccurate predictions.

4. Conclusion and Future Work

This paper presents a deep learning-based CAD system for
liver tumor classification and detection in MRI images. In this sys-
tem two powerful pretrained models: VGG-16 for classification and
MobileNet-V1-SSD for tumor localization which a set of image
augmentation and annotation techniques employed to prepare the
data.

The system demonstrated high classification performance
(96% accuracy) and acceptable detection results (63% mAP),
highlighting its potential for clinical support in liver cancer
diagnosis.

The results indicate that TL, coupled with data augmenta-
tion and manual annotation, can effectively mitigate the challenges
posed by small annotated medical datasets. Future research should
focus on improving accuracy in a number of areas, including inte-
grating volumetric (3D) data to better understand tumors spatially
and investigating the combination of clinical data with other modal-
ities, such as genetic information, imaging data (MRI, CT scans),
video data, and blood-based biomarkers. Additionally, adding geo-
graphically varied data to the dataset will guarantee generalizability
and prevent overfitting, improve the assessment of changing risk
profiles, and make it possible to identify high-risk individuals
early.

Account for the presence of other chronic conditions as dia-
betes or hepatitis that may influence HCC development. Develop

Figure 11. Example liver tumor localization results using MobileNet-V1-SSD
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models that aim to integrate data capturing changes in clinical vari-
ables over time in order to better assess evolving risk profiles and
enable the early identification of high-risk individuals.

In short, focusing on these future work directions with incor-
porating semi-automatic annotation methods may also improve
localization performance.
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