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Abstract: Genetic programming (GP) has emerged as a powerful tool over the past two decades, leveraging evolutionary algorithms to
navigate high-dimensional solution spaces effectively. This paper provides a comprehensive survey of GP’s applications across various
scientific domains, with a particular focus on bioinformatics and drug discovery. We discuss how GP facilitates the quantification,
localization, and functional analysis of proteins. We highlighted its role in improving mass spectrometric (MS) peptide detectability
through advanced pre-processing techniques. By enhancing the identification accuracy of peptides in proteomics, GP has significantly
surpassed traditional methods. Additionally, we explore GP’s capabilities in pattern matching and motif discovery within protein and
DNA sequences, underscoring its utility in cancer research and biomarker detection. The paper also examines the integration of GP with
machine learning strategies to address challenges in mass spectrometry, enabling the identification of biomarkers from complex datasets.
Furthermore, we discuss innovative GP-based methods for predicting protein structure and function, as well as its application in drug
discovery, where it outperforms conventional machine learning techniques in predicting pharmacokinetic properties. Through this
survey, we aim to elucidate the versatility and effectiveness of GP in tackling complex biological problems, paving the way for future
research and applications in the life sciences.
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1. Genetic Programming Introduction

Artificial intelligence encompasses the development of intelligent
machines that operate based on their own set of instructions. One of the
latest techniques in this field is genetic programming (GP), which
originated from the evolutionary method known as genetic
algorithm (GA) [1]. GP involves the evolution and development of
programs to solve complex problems or expressions of varying sizes
and shapes [2]. It utilizes the Neo-Darwinian theory to run automatic
programs over many generations, using concepts such as mutation,
crossover, and gene duplication to create new functions and sub-
populations. The tree-based representation of programs proposed by
Langdon [3] has made GP the most commonly used form for
computer program development. This method solves problems in a
systematic and domain-independent manner, starting from a high-
level statement of what needs to be done. Stochastically operated GP
transforms populations of programs into novel, hopefully better
populations over generations. To better understand the flexible
nature of GP, refer to Figure 1 for a typical GP flowchart.

Koza’s GP is based on a set of five preparative steps. These
steps include:

1) Defining the set of terminals for each branch of the program to be
evolved. This includes the problem’s independent variables,
zero-argument functions, and random constants.

2) Determining the set of primitive functions for each branch of the
program. This includes arithmetic operations, mathematical
functions, Boolean operations, conditional operators, and
functions causing iteration, functions causing recursion, and
any other domain-specific functions.

3) Establishing a fitness measure that quantifies the rightness of a
solution to the problem. This measure can incorporate any
measurable, observable, or calculable behavior or characteristic.

4) Setting certain parameters to control the program’s execution.
This includes determining the population size and the
probabilities for crossover and mutation.

5) Establishing termination criteria and criteria for determining the
program’s result. This typically involves setting a maximum
number of generations to be run, which serves as a necessary
condition for problem-specific success.

The primitive set of a GP system is defined by the sets of
allowed functions and terminals, which indirectly determine the
search space for GP. In order for the terminal and function sets to
be effective, they must meet the requirements of closure,
sufficiency, and universality. Fitness is measured in terms of
“what needs to be done”, rather than “how to do it”, and helps to
identify the best elements in the search space. The remaining two
control parameters and termination criteria affect the quality and
speed of search.

GP utilizes syntax trees to represent programs, with variables
and constants as leaves of the tree (termed “terminals”) and
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arithmetic operations as internal nodes (“functions”). The GP tree is
represented using Polish notation, commonly used in Lisp
programming. Figure 2 provides an example of the tree
representation of the program 2X2+4X+6 written as (+(*(* X X)
2) (+(+ 2 3) (+ 4 X))). The variables and constants in the
program (X, 2, 3, and 4) are leaves of the tree. In GP, they are
called terminals, while the arithmetic operations (+, *) are internal
nodes known as functions.

Crossover and mutation are unique features of GP that set it
apart from other evolutionary algorithms. Sub-tree crossover is the
most commonly used form of crossover, which randomly selects a
crossover point in each parent tree and creates offspring by
replacing the sub-tree rooted at the crossover point in a copy of
the first parent with a copy of the sub-tree rooted at the crossover
point in the second parent. Figure 3 illustrates a valid crossover
operation using two parent expressions.

Parent 1 : 2Xþ X þ 3Y represented as þ þXXð Þ þ �Y3ð ÞXð Þð Þ
Parent 2: X2þ 6X represented as þ �XXð Þ � þ �52ð Þ3ð ÞXð Þð Þ

Parent 1 has input variables ‘x’ and ‘y’ and a constant ‘2 &3’ while
parent 2 has one input variable X and constant 6. If “*”from parent 1
and the “+” from parent 2 are chosen as the crossover points, then the
two offsprings are given by,

Offspring 1:2X þ 6þ X represented as þ þXXð Þ þ þ �52ð Þ3ð ÞXð Þð Þ
Offspring 2: X2þ 3YX represented as þ �XXð Þ � þY3ð ÞXð Þð Þ

Copies are used to avoid disrupting the original individuals. The
selection of subtrees many times helps to create the offspring
programs multiple times.

Figure 1. A typical genetic programming flow chart illustrating the step-by-step process of evolving solutions. This flow chart
includes stages such as initialization, selection, crossover, mutation, and evaluation of fitness, demonstrating how genetic
programming iteratively refines candidate solutions to optimize performance in problem-solving tasks.
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GP, a key tool within Evolutionary Intelligence, harnesses
nature-inspired optimization techniques. Earlier studies delve into
its impact across diverse fields, from research and engineering to
education and Explainable AI (XAI) [4]. Through recombination
and mutation in Evolutionary Algorithms, GP offers a balance
between model accuracy and interpretability, showcasing promise
in critical applications like self-driving cars and healthcare [5].
Additionally, study reported GP’s role in education [6] and
introduced current research trends in this evolving field [7]. GP
has more robustness and utility advantages over other
evolutionary algorithms, such as GAs, differential evolution (DE),
and particle swarm optimization (PSO). GP excels in its ability to
evolve complex models that can adaptively optimize solutions in
proteomics, cancer research, and protein stability assessments.
Unlike GAs, which operate on fixed-length chromosomes and
may struggle with high-dimensional problems, GP generates
variable-length solutions, enabling it to capture the complexity of
biological interactions more effectively. In contrast to DE, which
relies on a population of candidate solutions that evolve through
mutation and recombination, GP can create entirely new structures
and functions, making it particularly adept at discovering novel

Figure 2. Basic genetic programming tree representation
showcasing the hierarchical structure of programs. This figure
depicts how genetic programs are represented as tree-like
structures, with nodes representing functions and terminals,
allowing for the visualization of the program’s logical flow and
its components in the context of evolutionary computation.

Figure 3. GP crossover representation detailing the genetic recombination process. This figure illustrates how two parent trees are
combined to produce offspring by exchanging subtrees, highlighting the mechanisms of genetic diversity and innovation that enhance
the search for optimal solutions in genetic programming.
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bimolecular patterns. Additionally, while PSO focuses on optimizing
a swarm of particles in a defined search space, GP’s tree-based
representation allows for a more nuanced exploration of solution
landscapes, facilitating better adaptability in dynamic
environments. Table 1 illustrates the key differences in conceptual
models, strengths, and weaknesses by comparing GP with other
evolutionary algorithms. By emphasizing these comparative
strengths, the GP method can be positioned as a transformative
tool in the ongoing quest to unravel the complexities of biological
systems [8].

2. GP Application

GP has found widespread application in various scientific
fields, including genomics [9], engineering, economics,
forecasting, computer science, medicine, and biology [10].
Table 2 provides a summary of the applications of GP across
various fields, highlighting specific examples and their outcomes.
This article delves into the profound impact of GP on the realms
of bioinformatics and proteomics, visually represented in Figure 4.
The comprehensive literature survey segments findings into six
key domains: Bioinformatics and proteomics, Protein
Quantification and Localization, Protein Structure and Function
Prediction, Protein-protein Interaction, Motif Discovery and RNA
Secondary Structure Predictions, and Drug Discovery and Cancer
Biology. These categories offer a holistic view of GP’s versatile
applications in these critical areas. This paper presents GP as a
novel method with significant applicability in proteomics, cancer
research, and the assessment of protein stability. This method
includes its ability to evolve variable-length solutions, capture
complex biological interactions, and outperform traditional
evolutionary algorithms like GAs, DE, and PSO. The organization

Table 1. Comparison of genetic programming with other evolutionary algorithms, emphasizing key differences in conceptual models,
strengths, and weaknesses

Algorithm Conceptual model Strengths Weaknesses

Genetic
Programming

Tree-based representation Flexible and can evolve solutions
directly

Computationally intensive and risk of bloat

Genetic Algorithms Fixed-length chromosome Simple implementation and robust Limited to predefined structures and less
flexible

Evolutionary
Strategies

Real-valued representation Effective for continuous optimization Less effective for discrete problems

Differential
Evolution

Population-based
optimization

Good for global optimization May struggle with local optima

Table 2. Summary of applications of genetic programming across various fields, highlighting specific examples and outcomes

Field Application Specific examples Outcomes

Engineering Optimization
Problems

Design of efficient structures Improved performance and reduced costs in engineering
designs.

Economics Market Prediction Stock price forecasting Enhanced prediction accuracy for financial markets.
Computer
Science

Algorithm
Development

Automated coding and software
optimization

Increased efficiency in code generation and optimization.

Medicine Disease Diagnosis Predictive models for patient outcomes Improved diagnostic accuracy and treatment planning.
Biology Genetic Analysis Gene expression profiling Identification of significant genetic markers for diseases.

Figure 4. Graphical abstract of genetic programming
application, summarizing the key concepts and methodologies
employed in various fields. This figure provides a visual
overview of how genetic programming is utilized in
bioinformatics, drug discovery, and other domains,
emphasizing its adaptability and effectiveness in solving
complex problems through evolutionary strategies.
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of this paper is structured to first introduce the foundational concepts
and methodologies, followed by a detailed analysis of application
results, and conclude with a discussion on the implications of
findings and future directions for research. This framework
ensures clarity and facilitates a deeper understanding of the
transformative potential of GP in addressing critical challenges in
bioinformatics.

2.1. Bioinformatics and proteomics

Bioinformatics is a multidisciplinary field that combines
information science, statistics, mathematics, engineering, and
computer science to analyze biological data. The completion of
the “Human Genome Project” has led to a significant increase in
biological data over the past two decades, making bioinformatics
an essential tool for research in biological science. From gene
prediction to genome analysis, pathways reconstruction,
comparative genomics, genetics of diseases, analysis of gene and
protein expression, structural bioinformatics, to network and
system biology, bioinformatics covers a wide range of research
areas [11].

Proteomics is a field of study that deals with the identification,
characterization, and quantification of proteins in living cells or
tissue. Proteins are essential building blocks of any living system,
composed of a repertoire of twenty different amino acids. The
tertiary structure of a protein determines its functions, and the
sequence of amino acid residues is critical for the three-
dimensional structure of a protein in a living organism [12, 13].
Therefore, research in proteomics focuses on analyzing splice
variants, polymorphism, amino acid sequence analysis, post-
translational modifications, cellular localization, protein
interacting partners, and potential function [14]. Spatial
proteomics studies protein localization and dynamics, essential for
cell biology and disease research. Mass spectrometry and imaging
generate extensive data, analyzed with machine learning. Reported
study has shown machine learning algorithms’ roles, successful
applications, and challenges in this field, aiding medical and drug
discovery research [15]. These technologies generate vast amounts
of data that require interpretation using data analysis tools to
obtain meaningful information. The determination of protein
structure is also essential in biology, and the two most common
forms of determining structure experimentally are X-ray
crystallography and NMR. However, these methods are resource-
intensive and time-consuming, requiring expert handling of data.
As a result, alternative methods for determining tertiary structure
from primary structure are needed. Machine learning algorithms

excel at prediction and pattern recognition but often
unexplainable, particularly in complex biomedical problems. GP
offers a solution for explainable machine learning in
bioinformatics, translating patterns into clinical actions. A study
used a linear GP (LGP) algorithm for bioinformatics
classification, analyzing influential features and their effects,
individual or synergistic [16]. Table 3 summarizes various case
studies illustrating the effective use of GP in the fields of
bioinformatics and drug discovery.

2.2. Protein quantification and localization

Protein quantification and localization are crucial aspects of
research in cell biology, biotechnology, and medicine [17]. The
concentration of a protein plays a significant role in determining
its functionality, as well as in protein expression studies and
clinical diagnosis of protein dynamics in body fluids [18]. Mass
spectrometric (MS) analysis is a commonly used method for
determining the relative and absolute quantification of proteins.
This technique utilizes the mass/charge ratio to differentiate
different analytes in protein analysis. MS mass spectrometry also
uses differential labeled isotope peptide surrogates, which can be
produced synthetically or via an artificial protein of concatenated
peptides for protein quantification [19]. To ensure successful
quantification, it is essential to know which peptides are readily
detectable under the MS conditions used for analysis. An in silico
method GP has been applied to determine MS peptide
detectability from their calculated physio-chemical properties [20].
A new GP-based method has been developed to pre-process noisy
MS/MS spectra, enhancing peptide identification accuracy in
proteomics research. By distinguishing noise and signal peaks, GP
significantly boosts the identification rate to 99.4% with the de
novo sequencing tool PEAKS, surpassing the 80.1% achieved by
traditional methods. Application of the GP pre-processing method
also improves peptide identification with the SEQUEST database
search tool, establishing its superiority over other approaches [21].
Biomarkers are molecular agents that help in the diagnosis and
prognosis of disease. Detection of biomarkers in mass
spectroscopy data is a challenging task due to high dimensional
and small sample size. In addressing the intricacies of
spectroscopy experiments, researchers have turned to advanced
computational techniques. Utilizing evolutionary machine
learning, specifically GP, has proven effective in identifying
biomarkers within full-scan MS data and tandem LC-MS/MS
data. These GP-based machine learning strategies involve the
treatment of biomarkers as features, encompassing feature

Table 3. Overview of case studies demonstrating the successful application of genetic programming in bioinformatics and drug
discovery

Case study Application area Metrics Specific outcomes

Mass Spectrometry
Peptide Detection

Proteomics High identification accuracy Significantly improved peptide identification rates
compared to conventional methods.

Biomarker Discovery Cancer Research Enhanced detection efficiency Effective identification of biomarkers from complex mass
spectrometry data.

Protein-Protein
Interaction Prediction

Bioinformatics Improved accuracy and reduced
computational time

Successful prediction of functional associations among
proteins.

Motif Discovery Gene Regulation Competitive performance against
specialist models

Effective identification of gene regulatory motifs.

Drug Discovery Pharmaceutical
Research

Increased efficiency in lead
identification

Accelerated the discovery of potential drug candidates.
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selection, feature extraction, and classification of mass spectrometry
data to facilitate biomarker detection. In an article, a robust GP
framework is highlighted for surpassing leading feature selection
methods in biomarker discovery from mass spectrometry data,
demonstrating enhanced classification performance across diverse
machine learning algorithms – a game-changing solution for
addressing the crucial challenge of deriving meaningful insights
from high-dimensional, sample-scarce MS datasets. Furthermore,
the study introduces a GP-based approach focused on feature
selection for high-dimensional symbolic regression, surpassing
existing techniques by enhancing model accuracy and identifying
more concise sets of relevant features [22]. Additionally, a GP-
based framework is presented, seamlessly integrating feature
construction and selection to outperform both standalone and
state-of-the-art methods, showcasing superior classification
performance with a more condensed set of informative features [23].

In addition to quantification, identifying a protein’s cellular
location is equally important. Various methods and techniques
have been developed to address the question of protein cellular
localization, including extracellular, membranous, or nuclear
locations [24, 25]. Through quality-based iterative classification
programs, GP has demonstrated its efficacy in determining a
protein’s cellular localization. One approach involves utilizing the
Kyte-Doolittle [26] hydrophobicity scale and the SWAP-1
induction technique to identify trans-membrane domains in
protein sequences [27], thereby refining algorithms for protein
classification. Furthermore, the application of automatic function-
enabled GP enables the iterative classification of proteins using
statistical methods. This approach has achieved a notable 76%
accuracy rate in categorizing protein sequences into distinct
cellular locations such as extracellular, intracellular, nuclear,
membrane integral, and membrane-anchored [28]. The success of
these methods hinges on the correlation between a protein’s
cellular location and the prevalence of specific amino acids [29].
For instance, extracellular proteins exhibit a lower percentage of
hydrophobic residues but a higher percentage of cysteine residues,
crucial for forming stable extracellular disulfide bonds [30]. On
the other hand, integral membrane and anchored membrane
proteins are characterized by high hydrophobicity and serve
essential functions within the membrane structure [31].

GP has also been used to develop methods for classifying
compounds as inhibitors and non-inhibitors for cyclin-dependent
kinases [32]. Additionally, evolutionary computation methods like
GP and swarm intelligence have been used to solve problems of
big data analytics [33]. Recent research has shown that GP can be
used to understand the behavioral output of individuals. GP has
yielded multi-objective results to determine the sub-cellular
location of proteins with high accuracy rates [34]. The research
revealed that proteins located inside the nucleus are characterized

by a high presence of positively charged residues and a low
presence of aromatic residues. On the other hand, proteins found
within cells display relatively high levels of negatively charged
and aliphatic residues but have a low content of cysteine [35].
Reported study provides a comprehensive overview of the
computational prediction of sub-cellular protein localization,
emphasizing the significance of proper protein distribution within
cellular compartments for their functionality. It delves into various
in silico methods utilized to tackle this challenge, presenting a
detailed analysis of tools, input features, machine learning
strategies, and evaluation metrics employed in this domain [36].
To overcome this challenge, GP offers a solution to evolve
classifiers capable of simultaneously taking into account both
global information, such as amino acid frequencies, and local
sequence motifs. The research revealed that the motifs utilized for
protein classification were not predefined; instead, they evolved
concurrently with other classification rules [37]. This approach
represents a low-level automation-like implementation method for
evolving sequence classifiers for sub-cellular location [38]. The
location of proteins on the cell surface is believed to play a
crucial role in determining their immunogenicity. Certain secreted
proteins, especially those released by bacteria into the
extracellular environment, are considered important factors in
pathogen virulence. These proteins hold promise as potential
candidates for subunit vaccines [39]. Table 4 details the methods
for quantification and analysis employed in GP for protein
analysis, highlighting their uses and benefits.

2.3. Protein structure and function prediction

Automatically determining protein structure from the amino
acid sequence has only become more important after the
breakthrough developments in high throughput sequencing in the
last few years. Protein structure prediction has undergone a
transformation driven by neural networks, achieving accuracies of
2.1 Å [40]. A new method combines aquaphotomics and GP for
precise macronutrient prediction in aquaponic systems, enabling
efficient water quality monitoring and energy savings [41]. A GP-
based approach offers accurate diabetic foot diagnosis,
outperforming current methods with a user-friendly visualization
tool [42]. Though much research has been done, inferring a
protein structure ab initio by calculating the folding process using
physics is difficult and also very costly computationally. A more
common approach is to compare a new sequence to a database of
existing structures in a process known as threading or to compare
the sequence to an existing related sequence whose structure is
already known. Newly developed methods educate support vector
machine (SVM), which has introduced many kernels to know
apart between related and unrelated sequences [43, 44]. Table 5

Table 4. Quantification and analysis techniques used in genetic programming for protein analysis, outlining their applications and
advantages

Technique Application Advantages

Mass Spectrometry Analysis Protein quantification High sensitivity and specificity for peptide detection.
Machine Learning Integration Feature extraction Enhanced accuracy in identifying significant features.
Structural Prediction Algorithms Protein structure prediction Improved prediction of protein folding and stability.
Functional Analysis Models Understanding protein functions Ability to model complex interactions and functions.
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provides a summary of the databases and tools utilized in GP, along
with their descriptions and significance for research applications.

Homology modeling is advancing the comprehension of the
structure and function of proteins that are similar or distantly
related by analyzing protein sequences through computational
methods. Various approaches, such as the Smith and Waterman
algorithm [45], as well as heuristic methods like BLAST [46] and
FASTA [47], aim to identify sequence similarities between protein
pairs. By utilizing aggregated statistics from related proteins, these
methods generate more intricate models. Techniques like profile
analysis [48] and Hidden Markov Models (HMMs) [49]
exclusively employ related sequences in the process of model
generation. Handstad and his team, as described in their study
[50], have implemented a successful GP technique to unveil novel
motif kernels by identifying shared occurrences of distinct
sequence motifs. This GP kernel has demonstrated remarkable
efficacy in tackling the intricate fold recognition challenge
compared to other existing methods. The key strength lies in their
methodology’s ability to construct motif sets that delineate
similarities within subgroups of both related and unrelated proteins.

In the realm of vast biological sequence repositories, notable
entities like PROSITE [51] stand out for their comprehensive
annotations. The automated discovery of patterns within these bio-
sequence databases poses a significant challenge. A sequence
pattern or motif acts as a distinct marker that identifies a cluster of
related bio-sequences. Leveraging computational tools, these
patterns can serve as a mechanism for database queries, shedding
light on the fundamental biological and evolutionary
characteristics shared by a group of sequences [52].

Employing diverse computational approaches, researchers
utilize an array of representation languages for bio-sequence
identification, including regular languages, context-free, and other
languages, as well as probabilistic representations [53]. Drug
discovery research faces challenges like developing new drugs
during disease outbreaks and combating drug resistance. Virtual
screening, powered by deep learning algorithms and neural
networks, aids in identifying drug targets from large molecular
databases, improving processes like peptide synthesis and toxicity
prediction [54].

A new probabilistic regular motif language for protein
sequences was evaluated using GP with Lamarckian evolution to

evolve SRE-DNA motifs for aligned sets of protein sequences
[55]. Stochastic Regular Expressions (SRE) is a probabilistic
regular expression language that uses codon-level probabilities
within conserved sets. It is essentially a conventional regular
expression language embellished with probability fields. It is
similar to a stochastic regular language where a number of
mathematical properties of the language have been proven [56].
The viability of SRE-DNA, as a new motif language, and to test
the practicality of logic, grammar-based GP in an application of
bioinformatics has been investigated. Newly sequenced proteins
are continuously deposited into the expanding global archives.
Automated machine learning techniques are employed to uncover
insights into their biological structure and function [57].

GP was utilized to introduce new motifs into the protein
sequences of the DEAD box and manganese superoxide dismutase
protein families. Despite not specifying the motif length, they
successfully evolved new motifs. When tested against the SWISS-
PROT database, these newly evolved consensus motifs showed
the ability to detect both protein families either as well as or
slightly better than existing methods. Interestingly, similar human-
written motifs were already present in the PROSITE database [58].

Protein structure quality differentiation is dependent on the
structure’s energy. Predicting energy functions automatically is a
significant challenge, but GP has been used to create innovative
energy forms that can compete in advanced experiments like the
CASP test [59]. The researchers employed the Nelder-Mead
algorithm [60], which is known for directly optimizing a weighted
sum of energies in multiple dimensions that evolved throughout
the GP process. The results from GP highlighted significant
variations in energy-based structural comparisons.

Oculopharyngeal muscular dystrophy (OPMD) is a
neuromuscular disease characterized by muscular weakness that
typically manifests in early middle age. GP was utilized to
identify protein conformation defects in fluorescence microscopy
images related to OPMD. The primary objective of the research
was to establish specific medical criteria for detecting OPMD in
microscopic images due to the varying sizes of cell images and
muscular intranuclear inclusions (INIs) [61]. A bin threshold-
based technique was used to filter the image backgrounds into a
histogram margin for the purpose of texture features extracting
from a measurable region. Reported method combines two

Table 5. Overview of databases and tools used in genetic programming, including descriptions and their relevance to research
applications

Resource Description Relevance to research

GP-Tree A software tool for visualizing and manipulating
genetic programming trees.

Facilitates the understanding of tree structures and their
evolution during the genetic programming process.

ECJ (Evolutionary
Computation in Java)

A widely-used framework for implementing
genetic algorithms and genetic programming.

Provides a robust platform for developing and testing
genetic programming algorithms in various applications.

DEAP (Distributed
Evolutionary Algorithms
in Python)

A Python framework for implementing
evolutionary algorithms, including genetic
programming.

Enables rapid prototyping and experimentation with
genetic programming techniques in a user-friendly
environment.

OpenAI’s GPT A state-of-the-art language model that can be
used for generating code and algorithms.

Assists in automating the generation of genetic
programming solutions and enhancing algorithm
development.

Genetic Programming
Toolkit (GPT)

A collection of tools designed specifically for
implementing genetic programming.

Offers various algorithms and utilities that streamline the
genetic programming process and improve efficiency.

Bioinformatics Databases
(e.g., UniProtKB,
GenBank)

Comprehensive databases for protein and gene
sequences.

Provide essential data for training and validating genetic
programming models in bioinformatics applications.
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techniques Histogram Region of Interest Fixed by Thresholds
(HRIFT) and automated feature synthesis (AFS), to capture the
color of INIs and to identify OPMD by means of GP and
Expectation Maximization algorithm (GP-EM) for classification
improvement [62]. Computational methods and tools are used to
know the function of uncharacterized protein based on the study
of characterized protein families and in comparative genomics. To
get the accurate descriptions of protein function experimentalist
needs repeated cycles of laboratory experiments and curation of
data in databases. This is, of course, a time-consuming process.
The annotation of databases for new or related proteins from the
same or a different organism is needed. Adequate precautions for
this type of annotation to rapidly bring added value to large data
otherwise be a large collection of unannotated sequences [63, 64].
An accurate portrayal of fundamental biology through human-
designed computational methods alone is often insufficient,
leading to a missed opportunity for crucial sequence-to-function
relationships. The preparation of input data for these methods
relies heavily on human knowledge and expertise. GP has been
employed to demonstrate how an open-ended evolutionary
algorithm can autonomously uncover features in raw amino acid
sequences that are associated with protein function [65]. The
evolutionary algorithm stands out in its ability to self-select target
functions while learning these sequence attributes. To unveil
unexpected links between cellular processes, the researchers
examined protein function from a sequence perspective. A recent
surprising discovery emerged from exploring the role of
ubiquitination in transcription and translation [66].

The classification of proteins based on shared biological
functions presents a significant challenge. A heuristic method
called MAHATMA, which is founded on GP, has been developed
to identify specific features within a particular protein family for
the purpose of classifying proteins with unknown functional
classes more effectively. The MAHATMA method integrates not
only conventional GP operators but also problem-specific
operators, resulting in improved specificity and hit rate with
reduced sensitivity in protein classification [37]. Various
computational methods exist for metabolomics and the discovery
of metabolic markers [67, 68]. Identifying new proteins with high-
quality traits and functions is a complex task, and numerous
machine learning methods are employed for protein function
prediction [69]. A novel approach called POET, utilizing GP, has
been implemented to enhance screening and mutagenesis in
directed evolution, facilitating the discovery of proteins with
optimal functionality [70]. POET, a GP-powered computational
platform, enhances directed protein evolution to discover peptides
with 400% improved MRI contrast functionality. This tool
empowers protein engineers to rapidly engineer novel proteins
with enhanced traits and capabilities [71]. Another
groundbreaking development is GADP-align, a hybrid framework
of GA and Dynamic Programming that revolutionizes protein
structure alignment, delivering precise pairwise alignments for
challenging proteins. This computational tool unlocks new
insights into protein relationships and functions [72].

2.4. Protein-protein interaction

Protein-protein interaction (PPI) networks help us to identify
and understand the biological process in living systems, which
control the regulatory and physiological mechanism. To solve
these problems, various experimental methods have been applied
since many years. But in recent years, many different
computational methods have arisen to solve these problems with

the aim of reducing time and costs [73]. Problems of protein-
protein interactions, functional association prediction from
attributes obtained from different sources and methods, are binary
classification problem. This problem was tackled by traditional
machine learning methods [74]. GP was applied to this domain
that show the feasibility and robustness if a given pair of proteins
interacts. GP has been used for prediction of functional
connection of protein-protein interaction because of its potential
flexibility in many aspects, such as the definition of operations
[75]. To decrease the computational time and the solution size, a
well-founded Tarpeian bloat control mechanism was used with
GP to improve the accuracy and readability of equations evolved
in protein-protein interactions [76]. Protein-protein interaction
network structure helps us to understand the function of complex.
In a recent study, GP was utilized to search for quality functions
within a specific set of structures, enabling the automatic
identification of common network properties among these
structures. This innovative approach facilitated the classification
and differentiation of various structure types, demonstrating its
potential for further exploration in the field [77]. Future research
endeavors could focus on employing GP to investigate protein-
DNA, protein-Drug, and ligand interactions, potentially yielding
valuable insights into the functional associations of protein-DNA
interactions in cellular processes. Moreover, GP has exhibited
promising results as a classifier and predictor of binding energy in
protein-protein complexes linked to cancer [78].

In another study, the combination of GP and SVMs was
employed to predict protein-peptide binding sites using both
protein three-dimensional structures and one-dimensional
sequence data. This method showcases the potential of GP in
advancing predictive modeling and analysis within the realm of
molecular interactions [79]. A GP-based symbolic regression
approach was used to predict protein-protein interactions related
to cancer. The model achieved high accuracy and generalization
ability on a dataset of 135 PPI complexes. It also showed
potential in discriminating cancer-related PPIs from those of other
diseases [78]. Furthermore, a novel ensemble machine learning
approach called SPPPred, leveraging GP for feature construction,
demonstrates improved performance in predicting binding
residues in protein-peptide complexes. It shows promising results
on both cross-validation and independent test sets [80].

2.5. Motif discovery and RNA secondary structure
predictions

Motif discovery is an important bioinformatics problem for
cognizance of gene regulation. Sequence-based approaches using
human specialist motif models were unable to show adequate real
process. Potentiality of GP has also been employed to evolve
human competitive models [81]. Their results exhibit both great
challenges and potentials. No models have effectively learned and
performed in a standard manner. This may be attributed to issues
with data appropriateness or computational challenges in motif
discovery. When widely tested different data sets come under the
purview, the same models started to show corresponding
performance to existing approaches based on specialist models.
On the basis of their findings, we can conclude that further well-
established GP approaches need to be evolved to learn different
levels of effective evaluation models from strict to lose ones. For
motif discovery development, various quantitative to cardinal and
classification for earning feasibility needs to be done. For the
evaluation of gene chip performance, GP has been used to evolve
DNA motifs. To evolve DNA motifs, a new context-free grammar
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method Backus Nauru form was implied with GP. The automatically
produced thymine followed by one or more adenine motif is better at
predicting poor DNA sequences than an existing human-generated
regular expression. In this regard, GP has been implemented for
pairwise sequence comparison. Their GP evaluation scheme has
used pairwise sequence comparison algorithm to compare a
program’s output sequence and the correct sequence. The optimal
edit distance between sequences is efficiently computed using
dynamic programming [82]. GP has also been employed to
control the complex dynamics of artificial biochemical networks
(ABN). ABNs are computational models inspired by the
biochemical networks which underlie the cellular activities of
biological organisms. Their finding shows how evolved ABNs
may be used to control chaotic dynamics in both discrete and
continuous dynamical systems [83]. GP has also been applied to
Gene function prediction and their localization through a
mathematical discriminate function. Through the use of GP, it
could have been possible to find a discriminate function that
predicts the gene action into some function, and their location
without experimental equipment [84]. Repetitive DNA base
sequences, microsatellites, SSR tracts, ALU, etc., are instinctually
found in their biological chromosomes. GP along with linear time
series prediction programs has been used to discover the
hierarchical repeating sequences [85]. They have observed the
evolution of long repeated sequences of instructions. The chances
of them being found purely at random are infinitesimal.

GP approach has been also used to find common RNA
secondary structure elements through biochemical, biophysical,
and phylogenetic analysis. GP has also been applied in prediction
of consensus structural motifs in a family of co-regulated RNA
sequences. A tool GPRM was designed that predicts the common
secondary structure elements within a set of homologous RNA
sequences [86]. Mi-RNAs, a class of non-coding RNA (ncRNA)
typically consisting of 21–25 nucleotides, play a crucial role as
negative translation regulators in multicellular organisms [87].
The structure of RNA molecules is fundamental to their function
and classification. However, predicting RNA structure poses
challenges due to complexities like knots and pseudo-knots
formation during folding. Various computational tools, including
RNAFold, have been developed to predict RNA structures [88].
Recently, a novel GP-based method has emerged as a promising
approach for accurate RNA structure prediction, offering
enhanced efficiency and reduced time and energy consumption
compared to existing programs [89].

Both sequence-based and profile-based computational
strategies have been employed to uncover the structural features
of mi-RNAs [90]. Analyzing a protein sequence based on its
secondary structure attributes and evolutionary conservation
across diverse species can provide valuable insights into the
protein’s functionality, structure, and evolutionary lineage [87].
Computational methods have facilitated comparative studies of
known mi-RNA precursors, shedding light on their secondary
structures and sequences [91]. Evolutionary algorithms have been
utilized to address the phylogenetic shadowing problem, enabling
the derivation of a comprehensive conservation profile across mi-
RNA precursors and flanking sequences [91].

By combining phylogenic profiles with structural filters,
researchers have successfully identified novel mi-RNAs.
Advanced ab initio methods controlled automatically have enabled
the discovery of target-specific mi-RNAs without relying on
comparative genomics approaches for sequence homology. GP
has played a key role in developing specialized classifier
programs, incorporating multiple regular expressions (motifs)

matched against secondary structure sequences. These classifiers
have been trained on fixed-length sequences, simulating the
process of shifting a window in regular steps over a genomic
region, addressing scanning challenges effectively [92].

The utilization of GP in machine learning has demonstrated its
potential to predict the efficacy of small interfering RNAs for
targeted therapeutics, thus making significant strides in the field
of biomedicine. This approach addresses critical challenges
associated with drug target selection, model evolution, and feature
selection, setting a robust foundation for future computational
research [93].

In a separate study, the article investigates the prediction of
RNA secondary structures using the DP-SSP algorithm, which is
grounded in dynamic programming techniques. This innovative
method aims to enhance both the efficiency and reliability of
RNA structure predictions through advanced generative
programming design [94].

Additionally, the introduction of SgpNet, a pioneering
framework that employs GP, offers a method for inferring
asynchronous Boolean networks from single-cell data. SgpNet
effectively aligns state transition graphs derived from the data,
preserving network sparsity while achieving accuracy without
imposing artificial constraints on the structures of Boolean
functions. The framework also shows promise for scalability to
larger networks through the application of parallelization
techniques [95].

2.6. Drug discovery and cancer biology

Computational biology is playing a vital role in accelerating the
processes of drug discovery and development by reducing both costs
and time associated with these endeavors. This field has effectively
addressed predictive pharmacokinetics by estimating the processes
of adsorption, distribution, metabolism, excretion, and toxicity
(ADMET) that a drug undergoes within the patient’s body. A
comparative study of GP and other machine learning techniques
[96] assessed their ability to predict oral bioavailability (%F),
median oral lethal dose (LD50), and plasma protein binding levels
(%PPB). In all instances, GP outperformed linear regression and
SVM with a first-degree polynomial kernel, owing to the
advantages of fitness clouds and the slope coefficient fitness
indicator. Furthermore, GP has been utilized in drug discovery
development [97] and in the quantitative structure-activity
relationship (QSAR) investigation of docking energy [98]. For
example, the process of tracking the progression of symptoms in
Parkinson’s disease (PD) is complex and time-consuming,
requiring specialized examinations in hospital clinics. The Unified
Parkinson’s Disease Rating Scale (UPDRS) is the most commonly
used tool for tracking the progression of PD symptoms. To
streamline this process, a computational intelligence method
known as GP has been employed to automate the assessment of
PD symptoms [99].

Early, non-invasive identification of PD is essential for effective
treatment. A study that compared various machine learning
techniques for diagnosing PD found that white-box approaches,
such as Cartesian GP and Decision Trees, provide both accurate
classification and clear models, thus enhancing interpretability for
clinicians. These results can inform the development of cost-
effective diagnostic protocols using handwriting and drawing
samples [100].

The study aimed to improve the accuracy of PD diagnosis by
enhancing decision tree induction through GAs. By integrating
GP and GAs with the J48 algorithm, the classification

Medinformatics Vol. 00 Iss. 00 2024

09



performance significantly increased on a real biomedical dataset,
raising accuracy from 80.51% to 90.76% and surpassing
traditional methods [101]. Cheminformatics is essential for
managing chemical data and predicting toxic effects across a
range of industries. Study introduces a quantum-inspired GP
model aimed at improving the accuracy of toxicity predictions.
This model outperforms traditional methods, such as neural
networks, by providing more precise linear equations and
enhanced selection processes through the use of quantum
computing. Furthermore, dynamic modeling of metabolic
pathways has been successfully achieved using GP, integrating a
variety of empirical data, single nucleotide polymorphisms, and
mass spectrometry data. The evolutionary capabilities of GP
enable the incorporation of diverse and complex molecular data
into a cohesive dynamic model [102].

Machine learning is a promising tool for exploring the
relationship between genetic material and tumor pathologies and
for guiding cancer treatment decisions. GP classifies colon tissues
as healthy or cancerous using data from patients with acute
myeloid and acute lymphoblastic leukemia [103]. Additionally,
GP has classified breast cancer patients based on seventy gene
expression signatures [103]. Study examines the GP symbolic
classifier (GPSC) for accurately categorizing breast cancer
subtypes. Despite challenges like numerous gene expressions and
imbalanced datasets, the GPSC method with oversampling
techniques achieved a high classification accuracy of 0.992, which
improved to 0.994 with a decision tree classifier [104].
Furthermore, the text discusses addressing classification
challenges in imbalanced breast cancer datasets using GP with
two fitness functions: the F2 score and Distance score (D score).
The models, F2GP and DGP, achieved accuracies of up to 100%,
effectively distinguishing benign and malignant cases by reducing
bias and focusing on minority class learning [105].

There have been several empirical studies addressing breast
cancer using machine learning. GP and machine learning
algorithms-based approach has reported high accuracy system to
differentiate between benign and malignant breast tumors. The
aim of this study was to optimize the learning algorithm [106].
Researchers have previously developed automated classification
techniques based on artificial neural networks and case-based
reasoning to assist physicians in interpreting mammography
results. Ludwig utilized GP on BI-RADS findings data to enhance
mammography prognosis. The investigation followed a two-fold
approach: initially applying standard GP, followed by the
development and evaluation of a distributed version alongside
other existing methods. The performance of the GP method was
notably strong, and the models generated by the classifiers
exhibited a level of transparency that made them easy to
comprehend [107]. A significant drawback of GP is the lengthy
training process for classifier models. Nevertheless, researchers
have effectively integrated various mathematical models, machine
learning algorithms, and GP techniques to predict cancer
diagnoses with high accuracy, particularly for melanoma, breast
cancer, and respiratory cancers. In medical science, GP has been
used to predict responses to anticancer therapies by analyzing the
NCI-60 microarray dataset, revealing strong correlations between
gene expression and drug responses for medications like
Fluorouracil and Fludarabine [108]. This approach has
demonstrated superior accuracy compared to traditional methods,
prompting further exploration of GP in drug discovery and
development, as well as in addressing gaps in cancer diagnosis
data [109].

GP has been effectively employed for early detection and
classification of breast cancer. A multi-objective GP approach
analyzed digital mammograms to identify suspicious areas. GP
has also enabled automatic detection of breast cancer using
mammography and gene expression datasets [110]. Evolutionary
programming is also showing promising results in predicting
potential drugs or inhibitors for particular disease. GP was used to
analyze descriptors for serine protease inhibitors of
Mycobacterium tuberculosis (Mtb) and discover new inhibitors.
The best model identified 126 potential anti-tubercular agents
among 918 phytochemical compounds, aiding in drug
development for tuberculosis [111].

Cancer remains a leading cause of death in developing
countries, with oral cancer being prevalent among both men and
women. Early detection is vital for improving survival rates, yet it
often proves to be challenging and time-consuming. This study
incorporates advanced image processing techniques, such as
Gabor filters for noise reduction and GAs for tumor feature
extraction and segmentation, leading to enhanced detection
capabilities. Additionally, GP is recognized for its role in
improving image classification solutions [112]. An automated
method utilizing GP has been developed for the precise
classification of retinal diseases from optical coherence
tomography images. This innovative approach selects optimal
feature extraction methods and parameters, achieving superior
accuracy compared to traditional techniques by analyzing 800
images of retinal diseases alongside normal cases [113]. In
another study, GP was evaluated for its effectiveness in predicting
survival rates in oral cancer patients. The GP method
outperformed both SVM and logistic regression in prognostic
accuracy by identifying key features such as smoking history and
histological differentiation. The automatic feature selection
capability of GP makes it an invaluable tool for assisting
physicians in cancer diagnosis and prognosis [114].

GP presents a dynamic and flexible method for classifying
skin images by employing feature selection and construction to
improve diagnostic accuracy. Unlike traditional techniques, GP-
based approaches yield interpretable models that enhance
performance by extracting informative features from skin
images. This capability assists dermatologists in quickly and
effectively identifying crucial image characteristics in real-time
clinical environments [115]. Researchers have developed a GP
method specifically for detecting skin malignancies, integrating
feature selection and construction to boost classification
performance. This approach leverages local binary patterns and
wavelet decomposition to extract features from skin images,
resulting in improved accuracy compared to conventional
classification algorithms. The interpretability of the GP method
supports dermatologists in pinpointing essential features for
diagnosis [116].

GP with a novel Euclidean distance-based fitness function
demonstrates superior performance in diagnosing chronic kidney
disease compared to methods like K-nearest neighbors (KNN) and
KNN with PSO. Using an imbalanced dataset of 400 patients, GP
achieved an impressive accuracy of 99.33% and an AUC value of
0.99 through ten-fold cross-validation [117]. In another study, a
Computer-Aided Diagnosis (CADx) system for Alzheimer’s
disease employing GP successfully classified patients by selecting
discriminant features through a majority voting scheme,
outperforming alternative methods. This showcases GP’s
effectiveness in diagnosing Alzheimer’s and its suitability for
CADx systems that utilize spontaneous speech analysis [118].
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A comparative study between GP and Cox regression for
cardiovascular risk predictions using data from the SMART study
revealed that both models had similar discrimination and
calibration abilities. However, GP proved to be more automated
and required less expertise, highlighting its potential for
developing automated clinical prediction models [119].

Additionally, a new evolutionary learning technique utilizing
GP was developed to analyze mutated lung cancer genes for early
diagnosis. This model effectively selected 23 features from a pool
of 1500 and achieved a high accuracy of 95.67% and an AUC of
98.79%, surpassing existing prediction methods [120].

Furthermore, research on COVID-19 data using GP focused on
generating mathematical models to estimate confirmed, deceased,
and recovered cases. The models yielded high R2 scores and
accurately depicted epidemiological curves for specific countries
and globally, closely aligning with real data [121]. Another study
specifically targeted predicting COVID-19 cases in India,
particularly in states like Maharashtra, Gujarat, and Delhi. This
research emphasized the importance of analyzing the impact of
COVID-19 in India and forecasting its trends. The developed
prediction models proved reliable for time series forecasting of
confirmed cases and deaths, providing valuable insights into the
spread of the virus in the country [122].

3. Conclusion

This study highlights the significant rise of GP in addressing
complex bioinformatics challenges, showcasing its robustness and
utility over traditional evolutionary algorithms. The findings reveal
that GP excels in fundamental tasks such as motif discovery,
pattern recognition, and the analysis of protein structure and
function. Notably, GP has demonstrated superior performance in
MS peptide detectability, significantly surpassing conventional
methods in identification accuracy. Moreover, the application of GP
in cancer research and biomarker detection illustrates its capability
to manage high-dimensional data effectively, thereby enhancing
diagnostic accuracy. However, current computational limitations
restrict the complexity and dynamics of problem-solving in this
field. To overcome these challenges, it is essential for biologists to
adopt targeted, concise approaches while computer scientists focus
on refining algorithm performance.

Future research should prioritize the development of advanced
evolutionary algorithms to explore protein-DNA, protein-drug, and
ligand interactions, aiming for effective functional associations that
could illuminate cell-cell interactions. Additionally, GP should be
applied to predict actual mass spectrometry peak intensities rather
than relying solely on binary classifications. The potential of new
evolutionary methods extends to whole genome analysis,
phylogenetic, and drug development, emphasizing the need for
GP in predicting protein domains, novel folds, and deeper insights
into bioinformatics. Overall, this study underscores the
transformative potential of GP in advancing the fields of
genomics, proteomics, and drug discovery.
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[121] Anđelić, N., Baressi Šegota, S., Lorencin, I., Mrzljak, V., &
Car, Z. (2021). Estimation of COVID-19 epidemic curves
using genetic programming algorithm. Health Informatics
Journal, 27(1), 1460458220976728. https://doi.org/10.1177/
1460458220976728

[122] Salgotra, R., Gandomi, M., & Gandomi, A. H. (2020). Time
series analysis and forecast of the COVID-19 pandemic in

India using genetic programming. Chaos, Solitons &
Fractals, 138, 109945. https://doi.org/10.1016/j.chaos.2020.
109945

How to Cite: Khan, M. W. (2024). A Comprehensive Survey of Genetic
Programming Applications in Modern Biological Research. Medinformatics.
https://doi.org/10.47852/bonviewMEDIN42023692

Medinformatics Vol. 00 Iss. 00 2024

16

https://doi.org/10.1177/1460458220976728
https://doi.org/10.1177/1460458220976728
https://doi.org/10.1016/j.chaos.2020.109945
https://doi.org/10.1016/j.chaos.2020.109945
https://doi.org/10.47852/bonviewMEDIN42023692

	A Comprehensive Survey of Genetic Programming Applications in Modern Biological Research
	1. Genetic Programming Introduction
	2. GP Application
	2.1. Bioinformatics and proteomics
	2.2. Protein quantification and localization
	2.3. Protein structure and function prediction
	2.4. Protein-protein interaction
	2.5. Motif discovery and RNA secondary structure predictions
	2.6. Drug discovery and cancer biology

	3. Conclusion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages true
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth 4
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (U.S. Web Coated \(SWOP\) v2)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


