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Abstract: Alzheimer’s disease (AD), a neurodegenerative disorder significantly impairing cognitive function and quality of life, necessitates
an in-depth study of its pathogenic mechanisms. Despite extensive research, the disease’s pathological mechanisms harbor numerous
unknown elements. Analyzing DNA microarray data is crucial for elucidating gene co-expression relationships during AD’s pathological
processes. This study aimed at exploring the applicability of the ant colony optimization (ACO) algorithm in identifying linearly co-
expressed genes in AD. This study utilized gene expression profile data of AD patients collected from the Gene Expression Omnibus
(GEO) database, employing the ACO algorithm to explore the co-expression relationships among AD pathogenic genes in different
stages. Through the analysis of co-expression relationships, we identified four related genes (SDHA, NDUFA10, SDHC, and GPI). By
using the co-expressed genes as features, we applied the support vector machine (SVM) algorithm for AD classification. The results of
these experiments revealed that each model achieved average AUC values of 0.90, 0.91, 0.86, and 0.92, respectively. Our research

findings reveal that the ACO algorithm provides a new perspective for in-depth exploration of the pathogenic mechanisms of AD.
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1. Introduction

Alzheimer’s disease (AD) is one of the most common
pathological types among the elderly [1]. The disease is
characterized by an early onset of significant memory decline,
gradually leading to a loss of daily life capabilities, accompanied by
mental symptoms and behavioral disorders [2—4]. The progression
of AD can be categorized into four stages: control stage, incipient
stage, moderate stage, and severe stage [S]. In the later stages,
patients may face severe conditions such as difficulty swallowing
and bedridden status, with complications like infections increasing
the risk of mortality [5, 6]. According to statistics from Western
countries, the incidence of AD in individuals aged 65 and older is
approximately 5%, while in those aged 85 and older the incidence
can exceed 30% [7]. Globally, an estimated 50 million people
suffer from AD, with approximately 10 million patients in China
[8]. Projections indicate that by 2050, there will be approximately
130 million AD patients worldwide [8, 9].
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Engineering, University of Electronic Science and Technology of China, China.
Email: yywei@uestc.edu.cn and Chaoyang Pang, College of Computer Science,
Sichuan Normal University, China. Email: cypang@sicnu.edu.cn

The pathological mechanism of AD is extraordinarily complex
and remains a focal point of extensive research [10]. Nevertheless,
researchers have gained crucial insights into this disease. Its primary
hallmark involves the abnormal accumulation of AP protein and
Tau protein in the brain, leading to neuronal damage and cell death
[11]. AP protein aggregates in the form of amyloid plaques,
while Tau protein forms tangles that disrupt normal neuronal
function [11]. The pathogenesis of AD encompasses multiple
intricate factors, including protein abnormalities, cellular damage,
inflammation, oxidative stress, neurotransmitter alterations, and
vascular issues [12, 13]. These factors interact with each other,
ultimately resulting in neuronal damage and cell death [12, 14, 15].

To explore the complex factors involved in the pathogenesis of
AD, the observation of gene expression levels in different stages of
AD patients is made possible through a new technique known as
DNA microarray technology [16]. This technology allows gene
information to be expressed as digital data, referred to as
expression levels [17, 18]. For instance, if two genes serve similar
functions, their expression levels are likely to be similar as well
[19]. Therefore, by analyzing DNA microarray data, gene
characteristics can be identified. DNA microarray technology is
high throughput, enabling the simultaneous generation of
expression levels for thousands of genes, whereas in conventional
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biological experiments, only one gene can be studied at a time. This
advantage accelerates gene research and has popularized DNA
microarray technology in gene analysis, particularly in the study
of AD-related genes over the past decade [20-22].

2. Materials and Methods

2.1. Data source and data organization

All gene expression datasets utilized in this study were obtained from
the Gene Expression Omnibus (https:/www.ncbi.nlm.nih.gov/geo/bro
wse). The GSE5281 dataset was selected for analysis. All data are
freely available online. In fact, these databases originate from different
platforms, brain regions, age groups and genders, which facilitates the
identification of genes exhibiting common significant differences.

The GSE5281 dataset was obtained from brain tissue slices
using the GPL570 platform, which included brain tissues from the
olfactory cortex, hippocampus, temporal gyrus, posterior cingulate
gyrus, superior frontal gyrus, and primary visual cortex. Gene
expression analysis was performed on laser-captured cells using
the Affymetrix U133 Plus 2.0 chip (approximately 55,000
transcripts). The dataset comprises 54,675 genes and 161 samples,
of which 74 are control samples and 87 are samples of AD
patients. These samples were divided into two independent
matrices for research and analysis: the control group and the AD
group. The data from the control group are presented in a matrix
denoted as M,,; in this paper, with dimensions of 74 columns by
54,675 rows. These 74 columns are generated by 74 gene chips, with
each column containing 54,675 data points. Each data point repre-
sents the expression level of a specific gene (the i — th row data cor-
responds to the i — th gene). The same organizational method is
employed to create the M,,; matrix, which contains 87 columns of
data from the disease stage. Each row in the M_,,; matrix represents
a 74-dimensional vector, comprising 74 expression levels generated
under different conditions. The i-th row vector corresponds to the i-th
gene, containing hidden information about that gene. Each row vec-
tor within the same matrix can be characterized as a k-dimensional
vector. The squared Euclidean distance between two vectors,
X = (x1,%,...,x) and Y = (y1, ¥, ..., ¥x), is defined as follows:

k
Dp(X,Y) =) (x — y)? 1)

i=1

If two genes have similar functions, their expression levels are likely
to be similar as well. Therefore, analyzing gene expression
levels can identify co-expressed genes, which is crucial
for understanding complex biological processes. Specifically, we
evaluate the differences between gene expression levels by
calculating the squared Euclidean distance between them. A smaller
squared Euclidean distance indicates a smaller difference in
expression levels between the two genes, suggesting a higher
functional similarity. This method enables more precise identification
of potential co-expressed genes, thereby providing a solid foundation
for subsequent biological validation and functional studies.

2.2. Gene order

Based on DNA microarray data, a concept called gene order is
presented. All genes are arranged in a line (sequence or circle), and
similar genes are arranged together, the resulting sequence is called
gene order. The similarity of any two genes is measured by the
difference in their expression levels. The smaller the difference, the
more similar the two genes are. Under different experimental

212

conditions, different expression levels are generated. For the same gene,
there is a multidimensional vector corresponding to it, and each
component is an expression level generated under different
experimental conditions. The distance of the vectors measures the
similarity of two of the corresponding genes under all experimental
conditions. The smaller the distance, the more similar the two
corresponding genes are.

Gene order can be characterized as the route of the traveling
salesman problem (TSP) [23], where each gene is characterized as a
virtual city and its corresponding vector is the position of the virtual
city. where TSP route refers to the route where a salesman visits
each city exactly once and returns to the starting city [23]. The
optimal gene order refers to the shortest TSP route [23]. Clearly,
optimal gene order is an optimal linear permutation of all genes,
where similar genes are clustered together and the clustering is
globally optimal [23]. Thus, optimal gene order is attractive and
some experts have paid attention to its computational method in the
last decade [23]. As in Dahiya and Sangwan [24], HK Tsai et al.
improved Genetic Algorithm (GA) to calculate gene order.

2.3. Co-expression gene screening

If a gene is very close in distance to another gene, it may be
co-expressed with that gene. The degree of co-expression is
typically measured by the distance.

For matrix M,,;, the corresponding optimal gene order is
calculated using the ant colony optimization (ACO) method, denoted
as G, Let’s assume that G, is the following sequence, which
includes all the genes:

Gctrl: {g17g25g37-"~gi7---agn} (2)

where g; denotes the i — th gene and the number of genes is n.
Suppose gene g; corresponds to vector X (g;) (i.e., the i — th line vec-

tor in matrix), and the vector corresponding to gene g; is denoted by X ( gj) .
Calculate distance D (X(g;), X (g;) ) between gene g; and g;. Let

fctrl(i7j) = DE(X(gx)ng])) (3)

where i,j = 1,2, -, n.
Clearly, value of f.;(i,j) measures the degree of co-expression
between gene g; and g;. The smaller it is, the stronger the co-expression is.
All function values form a data set

{f;trl(l)7fctrl(2)1 ce 7f::trl(i)7 cee >fCtrl(”)} (4)

And the above data set forms a curve of function, which is denoted by
fen(i, j) Clearly, the degree of co-expression between g; and arbitrary
gene is mapped into function f,;,; (7).

Figure 1 shows the curve of the function f,,;(¢). Figure 1 shows
that the degree of co-expression between any gene and METTL3 is
clearly and accurately displayed. Compared to the heat map of gene
order, the function curve acts like a magnifying glass, providing a clear
view of the co-expression details. This characteristic compensates for
the shortcomings of gene order and other clustering methods.

On the other hand, it is easy to determine the co-expressed genes
of a specific gene like METTL3 using the curve: if a gene is
positioned around METTL3 in the gene order (ie., it is a
neighbor of METTL3) and has a relatively small function value,
then it is considered a co-expressed gene. Let’s assume that all
co-expressed genes form the set C,;.

Using the method described above, for the disease data (i.e.,
matrices M,;), we can generate corresponding functions, denoted
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Figure 1. Identify genes with similar functionality based on co-expression levels. Smaller values correspond to reduced disparities,
signifying heightened co-expression levels. The abscissa represents gene sequences computed using the ACO algorithm, while the
ordinate represents the co-expression function values of each gene with respect to the METTL3 gene

as f,4(t). Corresponding sets of co-expressed genes can be obtained,
denoted as C,;. Let

C(METTL3) = Cyy N Cag (5)

The set C(METTL3) includes genes that maintain a co-expressed
state with the METTL3 gene consistently throughout the
development of AD (from normal to disease stages). Genes included
in the C(METTL3) set may be associated with AD since they
consistently co-express with METTL3.

24. ACO

In nature, ants search for food and return to their nests. While
searching for paths, they release chemicals (pheromones) to mark the
paths they have taken. These pheromones attract other ants to follow
the same paths. This collective behavior eventually leads the entire
ant colony to find the source of food.

The basic principle of the ACO algorithm is to simulate the
movement of ants in a search space, where each ant selects a path
based on its previous experience and the pheromone information.
It utilizes the searching behavior of ants in the problem space,
with ants leaving behind pheromone trails during their search,
which influences the decisions of other ants.

The ACO algorithm introduces the concept of pheromones, which
represent the quality of paths. Ants release pheromones on the paths
they traverse, and the concentration of pheromones on a path is
directly proportional to the path’s quality. Pheromones are spread
among the ant colony through the paths and affect ant path selection.

Ants randomly choose paths in the problem space. They tend to
prefer paths with higher pheromone concentrations, as it indicates
that other ants have found better solutions on those paths.

However, the ACO algorithm includes exploration mechanisms to
ensure that ants are not limited to known good paths.

After completing a search, pheromones are updated based on the
search results. Typically, pheromones gradually evaporate over time to
prevent getting trapped in local optima. Ants increase or decrease the
concentration of pheromones on paths based on their search results.

The ACO algorithm achieves global search through cooperation
among ants. Ants leave pheromones during the search, guiding the
decisions of other ants. Gradually, the ant colony concentrates
around the best solutions to the problem because paths with
higher pheromone concentrations become more attractive.

Below, we simulate the movement of ants by solving the TSP to
illustrate the ACO algorithm model. Table 1 summarizes the symbols
required for the following discussion and provides explanations for each.

Suppose m ants are randomly placed on n cities, where dj; rep-
resents the distance between city i and city j, and r,j(t) represents the
strength of information pheromone on the path between city i and

Table 1. The main symbols used in ant colony optimization

Symbols Description

dj; The Euclidean distance from city i to city j

() The strength of information pheromone on the
path (i, j) at the ¢ — th iteration

n;(t) The heuristic function, for a given TSP problem,
n;;(t) is a constant, and its expression is di’].

Aty(t) The increment of information along the path (i, j)
during the t — th iteration.

pf;(t) The state transition probability of ant k moving
from city i to city j at the t — th iteration.

tabuy Record the cities already visited by ant k.
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city jatthe t — thiteration. Initially, all paths have equal information,
and let 7;(0) = Const (where Const is a positive constant). Ant
k(k=1,2,...,m) determines its transition direction during
movement based on the information on each path and the path length.
Here, a tabu list tabui(k = 1,2,...,m) is used to record the cities
visited by ant k at the current moment, and the set taby is dynami-
cally adjusted as the ant colony search process progresses. pg-(t)
represents the state transition probability of ant k moving from city
i to city j at the t — th iteration, defined as follows:

GO , j € allowed,
2 s € allowed,, (0 (1) 6)
0, otherwise

Ph(x) =

In this context, allowed,, represents the set of cities that ant k is allowed
to choose for its next step. « is the pheromone heuristic factor, which
signifies the relative importance of the trail and reflects the role of pher-
omones in guiding the ant’s movement. A higher @ value makes the ant
more inclined to choose paths that other ants have traveled, enhancing
the cooperation within the ant colony. 8 is the visibility heuristic factor,
representing the relative importance of visibility, and it indicates the
emphasis placed on heuristic information in the ant’s path selection.
A higher  value makes the state transition probability closer to
the greedy rule. n;(t) is the heuristic function, which, for a given
TSP problem, is a constant. Its expression is as follows:

1
n(t) = n (7
ij

where d; represents the distance between city i and city j, and

dy= /(= 5) + 0~ )? ®

where (x;,y;) and (x;, yj) are the coordinates of cities i and j, respec-
tively. For ant k, the smaller dj;, the larger 7;(t), and thus, pf;(t) is
greater. This heuristic function reflects the degree of inspiration from
city i to city j for ant k.

To avoid an excessive accumulation of residual pheromones that
might drown out the heuristic information, the residual pheromones
need to be updated after each step of an ant or at the end of a complete
cycle. As a result, the amount of information on the path(i, j) at the
t — th iteration can be adjusted according to the following rule:

Ti(t+1) = (1 - ;;)rij(t) + Aty(t)
ATy() = 3 ATE(D) ©)

where p represents the pheromone evaporation coefficient,and 1 — p
represents the pheromone residual factor. To prevent the infinite accu-
mulation of pheromones, the range of pis p € (0, 1). At;(t) represents
the increment of pheromones on the path(i, j) during the current cycle.
At the initial time, the increment of pheromones is 0, that is,
At;(0) = 0. Atg.(t) represents the amount of pheromones left on
the path (i, ) by the k — th ant during the ¢ — th cycle.

According to different pheromone update strategies, the ACO
algorithm can be divided into three types, namely the Ant-Cycle
model, Ant-Density model, and Ant-Quantity model.
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In the Ant-Cycle model,

ATk(r) = %, If the k — th ant traverses the path (i, ) in the ¢t — th iteration
Y 0, otherwise

(10

In the equation, L, represents the total length of the path
traversed by the k — th ant in this cycle.
In the Ant-Density model,

If the k — th ant traverses the path (i, /) in the ¢t — ¢ h iteration
otherwise

Ah(t) = { g"’
(11)

In the Ant-Quantity model,

Adk(t) {dg If the k — th ant traverses the path (i, ) in the ¢t — th iteration
k() = { 4
Y 0, otherwise

(12)

In the equation, Q is a constant representing the strength of informa-
tion pheromone. The difference between these three models lies in
the fact that the Ant-Quantity and Ant-Density models utilize local
information updates, meaning ants update the information on the
paths they have just traversed after each step. On the other hand,
the Ant-Cycle model employs global information updates, which
means that after all ants complete one cycle, the information on
all paths is updated. Among these models, the Ant-Cycle model per-
forms relatively well in solving the TSP, and therefore, it is com-
monly used as the fundamental model for ant colony algorithms.

Algorithm 1 will use the Ant-Cycle model as an example to
illustrate the specific implementation steps of the ant colony
algorithm in solving the optimal gene sequence.

Algorithm 1: Ant colony optimization (ACO)

Data: weighted graph and ant system parameters
Result: optimal path
1 Initialization: Initialize pheromone trails for all paths among cities. Let
m ants position at different cities to travel. Pre-assign a maximum
iteration number t,,,,, and lett = 0, where t denotesthet — th iteration.
Initialize pheromone on path (i,j) at the ¢ — th iteration 7;;(0) =
Const(Constisaconstant). The initial increment of information on path
(i,j) is 0, i.e., At;(0) = 0.
2 while t <t¢,,. do
3 foreach ant do
4 foreach city do
5 Ant k selects the next city based on the formula (6) and
places city into ant k’s tabu list tabuy.
6  Update pheromone values for all edges according to formula
(10), formula (11), and formula (12);
7  Increment the iteration t by 1;
8 Select the path with the shortest length as the output;

2.5. Gene sequence calculated by ACO

In this paper, 50 genes were selected from 54675 genes for
testing. To identify genes that change with METTL3 gene
alterations, for the selected dataset (GSE5281), AD samples were
divided into METTL3 high-expression and METTL3 low-
expression subgroups, with the median expression of METTL3
chosen as the cutoff value. Differential gene expression analysis



Medinformatics Vol.1 Iss.4 2024

was conducted using the ImFit and eBayes methods for both AD
patients, the control group as well as the METTL3 high-
expression and METTL3 low-expression subgroups. The
“WGCNA” package (version 1.71) was used to identify
METTL3-related AD genes in the expression data from GSE5281.
Finally, to associate modules with features, modules primarily
associated with METTL3\ High or METTL3\ Low subgroups
were defined as key modules and selected for further filtering.
The “STRINGdb” package (version 2.4.2) was used for protein-
protein interaction analysis of genes in the key modules. Network
data was visualized using the “ggraph” function. Functional
enrichment analysis was performed on key module genes and key
AD genes, and genes from the most valuable pathways were
selected as key AD genes (i.e., the 50 genes used in this paper).

We approached the issue of gene interrelations as a TSP.
Specifically, the selected 50 genes were analogized to 50 cities, and
the squared Euclidean distances between these “cities” (i.e., genes)
were computed. Subsequently, the ACO algorithm was employed to
determine the order of genes, aiming to cluster genes with similar
expression levels together. Furthermore, the genes were arranged
based on their correlation strength, with those exhibiting stronger
correlations being placed in closer proximity to each other. This
arrangement was evident in the visualizations provided by the
heat maps and co-expression curves, which highlighted the
strong correlations in the gene sequences post ACO algorithm
arrangement. Additionally, by conducting an intersection analysis of
relevant genes during the controllable and diseased stages of AD,
we identified four key genes consistently related to the METTL3
gene. This identification offers a new perspective in understanding
the molecular mechanisms underlying AD.

3. Results

3.1. ACO in gene order

In this research, ACO algorithm was utilized for the analysis of
gene sequences. The initial phase of the study involved the application
of heatmap technology to contrast the levels of gene expression before
and after the implementation of ACO algorithm sorting. This approach
effectively demonstrated the variations in gene expression patterns,
thereby elucidating the dynamic distribution of gene expression
levels under varying conditions. Subsequently, the research
emphasis was shifted to the analysis of distance between the
METTL3 gene, the focus of this experiment, and other genes,
employing distance curves to disclose their interconnectedness at
the expression level. Additionally, through repetitive experimental
procedures, the research team conducted statistical analysis and
validation of the gene set associated with METTL3, ensuring the
repeatability and reliability of the experimental outcomes.

Further, SVM was employed in the study for predictive analysis,
aiming to investigate the potential link between genes associated with
METTLS3, the focal point of this experiment, and AD. Ultimately, by
analyzing the function curves, the research revealed changes in gene
co-expression levels throughout the progression of AD. The
application of these methodologies enabled the ACO algorithm to
play a crucial role in this series of complex gene analyses, offering
new scientific perspectives for a deeper understanding of intricate
gene networks and their relationship with the disease.

Firstly, we employed heatmap technology to compare gene
expression level data before and after the application of the ACO
algorithm for gene sorting. The primary objective of this phase
was to visually depict changes in gene expression patterns, thus
providing a clear representation of the differences in gene

expression levels before and after sorting. Through the
observations presented in Figure 2, it becomes evident that the
sorted gene sequences exhibit a higher degree of order, and the
expression levels of neighboring genes become more similar. This
outcome underscores the effectiveness of the ACO algorithm in
gene sorting. This discovery establishes a more robust foundation,
enabling us to delve deeper into the exploration of
interrelationships among genes and their relevance to diseases.
This process lays a solid groundwork for subsequent analyses.

Following this, we applied the results of gene sorting to
construct distance curves. The horizontal axis represents the
names of various genes, arranged according to the results of gene
sorting, while the vertical axis represents the distance between
these genes and the METTL3 gene. Visualizing the distance
relationship between each gene and METTL3 in the form of
distance curves, shorter distances indicate a higher degree of co-
expression. As shown in Figure 3, this optimization process serves
as a magnifying glass, clearly showcasing the co-expression
details between any gene and METTL3. This work not only
addresses the shortcomings of gene sorting and other clustering
methods, allowing us to analyze the relationships between genes
more finely, but also simplifies the identification of co-expressed
genes for specific genes, such as METTL3 wused in this
experiment, leading to a more accurate understanding of the
interactions between these genes.

In this study, we implemented the ACO algorithm for the
computational analysis of gene sequences. By introducing a strategy
of multiple repeated runs during the operation of the algorithm, we
were able to achieve a stable and reliable solution on a statistical
basis. This stability is reflected in the consistency of the solutions
after multiple iterations, rather than relying on the output of a single
run. Given the randomness and heuristic search characteristics of the
ACO algorithm, it is unrealistic to expect the algorithm to produce a
completely consistent and definite single optimal solution in each
run. Therefore, this strategy of multiple repeated runs significantly
enhances the statistical stability and reliability of the results.

In specific application scenarios, we utilized the ACO algorithm
to compute gene sequences 10 times, resulting in 10 distinct gene
sequences. Particularly, we focused on the interaction patterns of
METTL3 gene with their neighboring genes (5 genes before and
after in the gene sequence) and conducted a statistical analysis of
genes that repeated more than 5 times within this proximity range.
We analyzed the genes neighboring METTL3 during the
controllable and onset stages of AD, identifying the gene
intersections in these two conditions.

This study includes two statistical tables that record the
proximity frequency of the METTL3 gene with its neighboring
genes (five genes before and after in the gene sequence) during
both the controllable and onset stages of AD. These tables
correspond to the two different stages of AD, providing
comprehensive data on the proximity frequency of METTL3 and
its neighboring genes. Table 2 pertains to the controllable stage of
AD, detailing the proximity frequency between METTL3 and its
neighboring genes during this phase. Table 3 relates to the onset
stage of AD, illustrating the proximity frequency between
METTL3 and its neighboring genes during this stage.

3.2. SVM prediction analysis: Revealing gene
associations with AD

Based on the intersection of data from Tables 2 and 3, we

selected four significant genes, namely, SDHA, NDUFAI10,
SDHC, and GPI. Subsequently, we conducted SVM predictive
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Figure 2. This set of images demonstrates the effectiveness of the ACO algorithm in gene sorting through heatmaps. (A) shows a
heatmap of gene expression level data from the controllable phase of AD. (B) shows a heatmap of gene expression level data
from the disease phase of Alzheimer’s disease. (C) shows the gene expression level data from the controllable phase after sorting
by the ACO algorithm. Finally, (D) shows the gene expression level data from the disease phase after sorting by the ACO algorithm.

analysis on these four genes. In the subsequent experiments, we
employed the SVM algorithm to construct a predictive model aimed
at investigating the association between the METTL3 and SDHA
genes with AD. Through in-depth analysis of the SVM model, we
observed its outstanding performance in classifying individuals as
either AD patients or non-AD individuals. Similarly, we conducted
multiple experiments in which we utilized METTL3 along with our
selected related genes (NDUFA10, SDHC, and GPI) as features for
SVM analysis. As depicted in Figure 4, these results demonstrate
that METTL3, in combination with our selected related genes as
features, exhibits exceptional classification capabilities within the
SVM model. This suggests its potential utility as a valuable tool for
early diagnosis of AD and related research.

We constructed an SVM model using METTL3 and SDHA as
features and conducted 10-fold cross-validation to assess the model’s
performance. Each cross-validation iteration was accompanied by the
plotting of ROC curves, which facilitated the visualization of the
model’s performance in AD diagnosis, as depicted in Figure 5.
Furthermore, we conducted multiple experiments where we used
METTL3 and, separately, NDUFA10, SDHC, and GPI as features to
build distinct SVM models. The results of these experiments revealed
that each model achieved average AUC values of 0.91, 0.86, and
0.92, respectively. These high average AUC values indicate that
whether using METTL3 and SDHA or other genes as features, these
SVM models exhibit exceptional performance in AD diagnosis.

4. Discussion

The primary objective of using DNA microarray technology in
this study is to screen for candidate pathogenic genes associated with
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AD, providing a foundation for further biological validation [25-27].
Starting with genes that function similarly to known pathogenic
genes can potentially save time in the search for causative genes
[28-30]. Currently, numerous domestic and international institutions
and researchers have conducted analyses on gene expression data,
using machine learning methods such as the K-nearest neighbor
method [28], clustering [29], neural networks [30], support vector
machines (SVMs) [31], and more. Among these methods, clustering
analysis is the most widely used statistical technique for gene
expression data. For example, Brown et al. [32] used neural
network-based clustering methods to study the evolutionary process
of yeast cells. Alizadeh et al. [33] conducted research on diffuse
large B-cell lymphoma using sample hierarchical clustering. Alon
et al. [34] applied segmentation-based clustering algorithms to
cluster genes and samples from 40 tumor and 22 normal colon
tissues, comprising 6,500 genes. Sugiyama and Kotani [35]
combined self-organizing maps and the k-means method, obtaining
results superior to the sole use of the k-means method in clustering
boundary delineation. Li et al. [28] employed GAs in conjunction
with the K-nearest neighbor (KNN) method to extract features,
selecting the most informative gene subset. Ryu and Cho [36]
introduced the concept of an integrated classifier, combining
multiple perceptrons, KNN methods, SVM, and other methods to
construct classifiers. Futschik and Kasabov [37] and others applied
fuzzy C-means clustering to experiment with yeast gene expression
datasets in the presence of noise, demonstrating strong robustness.
While clustering analysis has many inherent advantages, it does
not address the issue of cluster result ordering. Therefore, using
global optimization algorithms to determine the optimal sequence
of gene data to some extent surpasses clustering, as global
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Figure 3. To provide a detailed representation of the co-expression patterns between other genes and METTL3, (A) displays the
distance curves during the controllable phase of AD, where the x-axis represents gene names, and the y-axis represents the
distance from the METTL3 gene. (B) illustrates the distance curves during the diseased phase of AD, with the x-axis denoting
gene names and the y-axis indicating the distance from the METTL3 gene.

optimization algorithms the overall arrangement of genes, making it
easier to analyze and study gene data. The current global
optimization algorithms used to find the optimal gene
sequence primarily include GAs and ant colony algorithms.
Tsai et al. [38] transformed this problem into the TSP and

applied an improved GA (FCGA) to solve the TSP problem.
Lee et al. [39] applied a hybrid GA to solve this problem,
while Chao-Yang Pang and others used the basic ant colony
algorithm and an improved ant colony algorithm to solve the
TSP problem.
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Table 2. List of genes near METTL3 in 10 gene sequences during
the controllable phase of AD

Gene Frequency
SDHA 9
NDUFA10 8
SDHC 5
GPI 5

Table 3. List of genes near METTL3 in 10 gene sequences during
the phase of AD

Gene Frequency

SDHA 8
SDHC
YTHDF2
NDUFAF1
NDUFABI
GPI
NDUFA10
ZC3H13

whm NN D 0

(A) SVM Diagnostic Model

SDHA

METTL3

(C) SVM Diagnostic Model

SDHC

METTL3

In this study, we identified genes co-expressed with METTL3
as novel features associated with AD. Utilizing DNA microarray data
as the foundation for gene expression analysis, we represented each
gene by a vector comprising expression levels under various
experimental conditions, with each component corresponding to a
specific condition. This vector encapsulates the intrinsic
information of the gene. Genes with vectors in proximity are
likely to share functional similarities and exhibit co-expression
patterns. In our approach, each gene is conceptualized as a virtual
city, with its position determined by the corresponding vector. By
applying the ACO algorithm, we derived the optimal gene
sequence—a linear arrangement where similar genes are ordered
together. From this sequence, we defined a function value for
each gene, representing its distance from METTL3 and
quantifying the degree of co-expression. These function values
collectively form a curve that maps the co-expression levels of all
genes, providing a comprehensive overview of the relationships
between all genes and METTL3.The function curve provides a
precise and insightful depiction of gene co-expression levels,
enabling a clearer observation of changes in co-expression
patterns between the control and disease stages. This study
identifies a key expression feature: The high co-expression levels

(B) SVM Diagnostic Model

NDUFA10

METTL3

(D) SVM Diagnostic Model

7 8 9 10 11
METTL3

Figure 4. In the figure, AD patients are represented in yellow, while the control group is represented in purple. (A-D) Constructing
diagnostic models of METTL3 and SDHA (NDUFA10, SDHC, and GPI) in AD. The horizontal and vertical coordinates represent the
expression levels of METTL3 and SDHA (NDUFA10, SDHC, and GPI), respectively
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Figure 5. Validation of the model classification performance. (A-J) ROC curves. AUC represents the area under the ROC curve.
‘When 0.5 < AUC < 1, the model demonstrates excellent classification performance and predictive value. The training and test sets
were randomly divided ten times using cross-validation. The predictive performance of the SVM diagnostic model in AD was assessed

by calculating the average of ten AUC values.

observed in both control and disease stages suggest that co-expressed
genes, along with key marker genes, play a critical role in the
progression of AD.

However, a significant limitation of this method is the
extended computational time required when handling large-scale
gene data. This challenge necessitated focusing on a subset of
genes potentially associated with METTL3 in this study, which
could result in incomplete conclusions and potential limitations
of the findings. To address this issue, our research team is

actively developing an efficient algorithm designed to handle
datasets comprising tens of thousands of genes. We anticipate
that this rapid algorithm will significantly reduce computation
time and enable a comprehensive and in-depth analysis of
gene expression patterns in AD in future studies. By overcoming
the current computational constraints, we aim to uncover a
broader spectrum of genetic information, thereby advancing
our understanding of the complex pathological mechanisms
underlying AD.
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5. Conclusions

In this study, we leveraged an innovative gene analysis method
grounded in the ACO algorithm to unravel the intricate etiological
factors contributing to AD. By rigorously comparing gene
co-expression curves and sequences between healthy and diseased
states, we systematically identified a set of pivotal genes, namely
METTL3, SDHA, NDUFA10, SDHC, and GPI. These genes were
distinguished by their significant co-expression patterns, which strongly
imply a potential collective involvement in the pathogenesis of AD.

The identification of these key genes was further substantiated
through the deployment of a SVM model, which incorporated the
identified genes to evaluate their diagnostic utility. The SVM model
demonstrated robust performance in differentiating between AD
patients and healthy controls, underscoring the potential of these
genes as biomarkers for AD. This approach not only illuminates new
avenues for the early diagnosis of AD but also provides a foundation
for subsequent research into the molecular underpinnings of the disease.

Despite the promising implications of our findings, we
recognize that the specific biological roles of these key genes in
AD remain to be fully elucidated. The complex interactions and
pathways through which these genes influence the progression of
AD require comprehensive investigation through targeted
molecular experiments. Future research should focus on
disentangling the precise mechanisms by which these genes
contribute to AD pathogenesis, thereby advancing our
understanding and opening new doors for therapeutic development.

Our study, therefore, offers a novel perspective on the molecular
mechanisms underlying AD, combining advanced computational
methods with robust statistical validation. The integration of ACO-
based gene analysis with machine learning approaches such as SVM
not only highlights the power of interdisciplinary strategies in
biomedical research but also provides a promising framework for the
discovery of novel biomarkers and therapeutic targets in complex
diseases like Alzheimer’s.
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