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Abstract: Clinical decision support systems (CDSS) are gaining popularity in disease screening and grading in the current era of digital healthcare.
This paper attempts to model how a computer learns to grade an infectious disease (ID), e.g., typhoid fever using the machine learning (ML)-based
approach mimicking how a novice doctor learns to diagnose a case with the help of senior doctors. To achieve the goal, ten virtual junior clinicians
are developed using ten machine learning classifiers (MLC)-based CDSS, which are then trained with “weighted” [0,1] sign symptoms and the
corresponding “labeled” grade of synthetic typhoid fever cases (N= 198). Weights and labels are assigned by ten senior clinicians providing their
rich clinical knowledge base. The performance of each VJC is then measured in terms of their diagnostic accuracy, precision, recall, and F-score.
Results show that random forest (RF, i.e., VJC9) and decision tree (DT, i.e., VJC4)-based CDSS can gradewith an average of 87% accuracy, which
is even higher than human clinicians’ accuracy. The reason behind RF and DT’s appreciable performance is that clinicians use tree-search-based
methods with probabilistic “yes” and “no” logic to learn the disease patterns alike the working principles of DT and RF for diagnosing and grading
any ID. Apart from modeling, the paper provides insight into how to select the right machine learning classifier (MLC) algorithm in the field of ID
diagnosis. It also throws light on various hardships and challenges with MLC-based CDSS implementations in the real-world scenario.
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1. Introduction

Typhoid fever, also called enteric fever, is a systemic infectious
disease caused by the bacteria called Salmonella enterica serovar
Typhi with a total annual global incidence is about 11–21 million
cases leading to 128,000–161,000 deaths [1]. It is a gram-negative
bacterium that enters the small intestinal lymph nodes via food and
water, colonizes in the reticular endothelial cells, and from there
enters the bloodstream causing toxemia where the bacterial toxin is
liberated in the blood stream [2]. Typically, symptoms of typhoid
range from prolonged fever, frontal headache, generalized debility
and malaise, loss of appetite, nausea, jaundice, abdominal pain,
neurological complications, and in severe cases intestinal perforations
and death [3]. Preliminary diagnosis of typhoid fever is essentially
clinical, i.e., based on interpretations of patients’ sign symptoms
made by the clinicians [4]. The Widal test is useful for screening
when the clinicians strongly suspect typhoid as the possible cause
behind the signs and symptoms [5]. However, in practice, Widal is
not so dependable due to the occurrence of false-negative and
positive results [5]. In this context, it is important to state that with
an upper bound of≥ 200 for “O” (somatic antigen) and≥ 100 for
“H” (flagellar antigen) agglutinin, the Widal test can correctly screen
approximately 74% of cases, which means that there is a 26% error
in detection [5, 6]. Hence, blood culture remains the primary
diagnostic test [7], while bone marrow culture is the gold standard
for diagnosing typhoid fever [8]. However, it is time consuming and
within the period of giving the sample for the test and receiving the

report, patients may rapidly deteriorate if treatment is not initiated.
Another important condition is that typhoid symptoms at the early
stage mimic other infectious diseases (ID), e.g., rheumatic fever,
tuberculosis, malaria, and many viral illnesses such as hepatitis. Such
camouflages may lead to errors in the diagnoses costing time and
lives. Therefore, not only early screening of typhoid but also
detection of its “stage” at the time of the first diagnosis made is
important and remains a clinical challenge to the doctors.

Digital health is evolving continuously from telemedicine and
analytics to diagnostic decision support systems (DDSS) using
machine learning classifiers (MLC), especially for predicting the
type and grade of complex systemic illnesses. The objective behind
using MLC algorithms is to provide a faster and more accurate
screening and grading of a rapidly spreading disease as an assistive
tool to clinicians [9]. As ID progress fast within an individual and
spread in the community, it mandates a faster diagnosis and start of
treatment as early as possible [10]. Here DDSS can play a major
role, especially in the remote areas where clinicians are not readily
available or a second opinion is sought for diagnosis and referral to
a higher center to provide high-end medical facilities. Typhoid
fever is a classic example of a systemic infectious disease that often
leads to death if not treated at its early stage. Hence, DDSS tools
can be proposed to be the “assistive tools” to the healthcare staff
(e.g., novice doctors and even nurses) in preventing further
worsening the morbidity and mortality in the population at risk
[11]. It is also important to mention here that, empirically used
antibiotics in erratic doses, i.e., wrong strength and duration,
antibiotics salad as poly-pharmacy popularly known as “PolyRx”
are the leading causes of multidrug resistant (MDR) typhoid,
especially in the countries where antibiotics are available “over the
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counter”, and the number of clinicians is less compared to the size of
the population as seen in the developing nations. People are eventually
pushed for self-medication as the only choice [12]. Therefore, a timely
diagnosis of typhoid by experienced clinicians is crucial for its
prevention, and DDSS can be useful to assist. Although vaccines
against typhoid fever are available, their efficacy is not 100%, and
boosters are required every 2 years and 5 years for injectable and
oral vaccines, respectively, which many do not pursue [13]. It is
important to note that apart from the MLCs, rule-based [14] and
case-based systems [15] are also used to create DDSS or CDSS to
streamline the diagnosis and management. The key issues with
these types of systems are the (a) inherent hardness within the
rules/cases when triggered, (b) too many rules, depending on the
clinical scenarios often introduce confusion, and (c) the complex
mechanism of rule pruning to reduce the computational complexity
and thereby facilitate the faster decision-making process.

Current literature on applied MLC algorithms for typhoid fever
diagnosis does not score much, compared to other communicable
diseases. However, due to space constraints, some relevant studies
on ID are discussed below and readers may note this is not an
exhaustive list.

A bioinformatics-based decision support system (BDSS) using
ANOVA to diagnose malaria, typhoid, and a combination of malaria
and typhoid has been found 97% accurate in identifying the diseases
[16]. To differentiate between the proposed and orthodox
diagnostic systems, t-statistics has been used, which shows that
the BDSS is different from the orthodox system and more
efficient. In another study, the Reduced Error Pruning Tree was
used to detect typhoid fever in the Nigerian population with
100% and 98.6% accuracies with training and testing data,
respectively [17]. The same set of researchers has developed a
GUI-based typhoid grading system on labeled typhoid data using
Visual Basic, and the diagnostic accuracies are above 95% on
training and test data [18].

A detailed survey of the old and current literature finds three
existing research gaps—i) none of the MLCs are trained with the
“perceptual or weighted” real-world clinical rule base (CRB) of
the SC, (ii) mathematical modeling of doctors’ diagnostic process
(see Figure 1) using MLCs, which is novel, and (iii) exploiting
the advantages of several types of MLCs to identify the most
appropriate one or in combination (ensemble models) for ID
diagnosis and grading where speed and accuracy are critical to
curbing further spread in the community. This paper is an attempt
to address these gaps as novel contributions to ML research in
diagnostic healthcare.

2. Methodology

The concept of DDSS is gaining importance due to the advent of
ML and AI in healthcare to minimize the gap between the shrinking
healthcare workforce and rising demand of delivery across the globe.
To develop a DDSS, it is pertinent to know the process of how a
clinician arrives at a diagnosis. It is to note that the author of this
paper is a medical doctor having expertise of applying AI/ML to
conceive, design, and implement DDSSes across clinical scenarios
and needs. He has conceived this idea since COVID-19 period
and started working on it as an independent researcher. He noted
a rise in typhoid fever during that epidemic but overshadowed by
the overwhelming impact of COVID-19. He also felt due to
imposed social distancing and lockdowns when patients cannot
interact with the doctors in person for getting physically
examined, virtual clinicians powered by embedded MLC
algorithms could be useful to the population on a high demand for
medical opinion. Based on the novel concept, in this paper, ten
virtual junior clinicians (VJCs) are developed with ten standalone
MLCs in grading typhoid fever as DDSS to model how a
computer can be taught to diagnose and grade an illness using
MLCs similar to how a novice doctor learns diagnosing disease
with the help of SC. The concept behind the methodology can be
seen in Figure 1.

In this figure, the steps of the training and testing process of
VJCs are shown for DDSS. To model it, each column-wise
“scaled” input sign symptom (i.e., clinical database or CDB) has
been represented by a Gaussian distribution (refer to Equation (1))
with the centroid or mean (μ) having the highest weight (1.0) and
the standard deviation or spread (σ) is the stretch of the weight
until close to “0” seen in Equation (1). Therefore, μ denotes the
classic sign symptom (i.e., salient features) of the illness as it
possesses the highest value.

wxi ¼ fðxiÞ ¼ a:e
� xi�µð Þxi2

2σ2 (1)

In this equation, “a” is the height of the curve’s peak, which is 1.0
here and also represents μ; “e” is the Euler’s number; f(x) is the
function of “xi” where “x” is an integer value; “i” varies from 1 to
N; and wxi is the weighted sign and symptom.

As the sign symptoms are never binary, i.e., “0” and “1” in
reality, their weights practically fall between “0” and “1”, which
is a float value. Now, any sign symptom (xi) can be mapped based
on the distance from the μ within the spread of σ and weight can be

Figure 1. The classification tasks
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assigned to it. “xi”, then becomes “wxi”. The paper proposes that this
is how an SC assigns weight to each of the signs and symptoms while
assessing any ID and also other illnesses. The CRB of an SC is then a
set of “wxi” and its corresponding grade (yi), which is learned by the
VJCs. In other words, the resulting rule can be “for a set of anteced-
ents ‘wxi ’ (i= 1 to N), its respective ‘consequence grade (yi) is
labeled as either mild, moderate, or severe’”. During the knowledge
acquisition by a VJC, the CRB is taught by the SC as “supervised
learning”, and it helps constitute their CKB, where CKB is a combi-
nation of CRB and CDB. In the medical school, the training of the
students happens in the similar fashion where SC teaches how to
assess individual sign and symptoms to eventually grade an illness.

On this light, each of the ten MLC algorithms, i.e., ten DDSSes
that represent the VJCs have been trained by the CKB of the SC in
grading typhoid fever, and their performances are compared. 70% of
the CKB is used to train the VJCs, while their performance is tested
with the remaining 30% of the CKB.

2.1. Data collection

CDB (N= 198) had been generated synthetically by a set of
experienced general physicians mimicking cases of typhoid fever,
i.e., all patients are blood culture and Widal test positive. The CDB
has consisted of eleven sign symptoms, such as (i) fever (FV), (ii)
headache (HD), (iii) weakness (WK), (iv) muscle pain (MS), (v)
sweating (SW), (vi) dry cough (DC), (vii) loss of appetite (LAP),
(viii) rashes (R), (ix) stomachache (ST), (x) constipation or diarrhea
(CD), and (xi) delirium (DL) [19]. Ten SC then assigned “weights”
between “0” and “1” (i.e., float values) on sign symptoms and in
turn graded based on their vast CKB as “mild”, “moderate”, and
“severe”. For each case, “weights” were assigned based on an
arbitrary 3-point scale (mild≤ 0.33, moderate> 0.34< 0.66, and
severe> 0.66), based on their CKB. Corresponding severity grades
(G) were labeled as “0”, “1”, and “2”, as “mild”, “moderate”, and
“severe”, respectively, by the SC. One sample CRB can be seen as
follows (refer to Table 1),

The table refers to one sample case having “severe” fever, headache,
weakness, muscle pain, sweating, and dry cough; “moderate” loss of
appetite, rashes, and stomachache; and “mild” constipation or diarrhea
and delirium have been graded as “severe” typhoid fever. It is also a
sample of one of the CRBs, constituted by the SCs.

2.2. Statistical data mining

It is important to test the internal consistency or fidelity of the data
before MLC modeling. Thus, the CDB quality is checked by
computing Cronbach’s alpha (alpha) with the belowEquation (2) [20].

alpha ¼ ðN � cÞ
v þ r � 1ð Þ:c (2)

In this equation, “N” refers to the number of scaled data, c̄ is the mean
of all covariances between the data points, and v̄ is the average
variance. The Cronbach alpha measure is one of the most important
preprocessing steps, as low-quality data may affect the performance
of MLC models. The consistency score “alpha” is expressed as
a number between 0 and 1, where α 0.8 is considered ideal while
α � 0.5 is deemed “unacceptable” [21].

How the data are distributed is also computed with Shapiro–Wilk
test [22]. For this dataset, the probability or p-value is<0.05 (CI 95%)
signifying that the data are “not” normally distributed, meaning only
5% or less of the time the measures fall beyond 2-standard deviation
from the mean value [23]. It is important to note that the real-world
biological data are often not normally distributed and hence are
complex, skewed, and unpredictable [24].

2.3. VJC development

Ten VJCs developed with ten MLCs or DDSSes are developed in
Python 3.8 using “scikit learn” packages preinstalled inWindows 10 pro.

• Linear regression (LR), which predicts the grade by finding the
best-fitting line [10, 25]→ VJC1

• Logistic regression, which predicts the probability of the labeled or
categorical output variable (i.e., the grade of the illness) [9, 26]
(LOR) → VJC2

• Support vector machine, which separates different classes (here,
grades) based on the hyperplane, creates [27, 28] (SVM)→ VJC3

• Decision tree (DT), which is a flow diagram of possible decision
outcomes in each branch of the tree, and the farthest branch gives
the final prediction of a class label (i.e., grade of the illness in this
study) [29] → VJC4

• K-Nearest neighborhood (KNN), which measures the similarity
among “k” data points, and final class prediction is made by
“majority voting” to its neighbors [30] → VJC5

• Linear discriminant analysis (LDA) works by maximizing the
distance between any two classes and minimizing the variation
within each class [31] → VJC6

• Gauss naïve Baye’s (GNB), which works on probabilistic
classification [32] → VJC7

• Support vector classifier (SVC) → VJC8
• Random forest (RF) [33], which predicts based on the “majority
voting” of the classifications done by each of the multiple
DTs → VJC9, and

• Multilayer perceptron (MLP), which works by generating outputs
(i.e., predicts classes) through input and hidden layer by
multiplying the weight vectors and using nodal transfer functions
[34] → VJC10

Working principles of these algorithms are well known and can be
found in the original references, cited alongside.

2.4. Data scaling

It is important to note that before developing these DDSSes or
VJCs, the raw CDB is preprocessed with a standard package of data
scaling. The reasons are that

a) MLCs (e.g., LR, LOR, MLP-back propagation) that work with
the principle of gradient (θ) descent search require scaling of
data (x) as the value of “x” plays a crucial role in the output as
can be seen in Equation (3).

θj ¼ θj � α
1
N

X
N
i¼ 0

hθðxið Þ � yiÞx ið Þ
j (3)

Table 1. A sample CRB after weight assigned to the signs and symptoms

FV HD WK MS SW DC LAP R ST CD DL G

0.9235 0.9951 0.7885 0.7903 0.989 0.0129 0.5451 0.4906 0.5829 0.2238 0.2473 2
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In this equation, “α” is the learning rate, and 1
N

P
N
i¼ 0 hθðxið Þ � yiÞx ið Þ

j is
the mean squared error (MSE), and

b) MLCs such as KNN and SVM, which work with the principle of
distance-based similarity measures, are also affected by feature
values (xi).

c) Although the remaining MLCs are not affected by the feature
scales, still as a process of good practice to develop MLC-
based DDSSes, the CDB has been scaled by the standard
scalar package of Python.

2.5. Model training and handling sampling bias

The train: test dataset is divided into 7:3 across all MLCs with
10-fold cross-validations. While each fold is used for testing, the
remaining ninefold datasets are used for training the model
iteratively to reduce sampling bias [35]. It is important to note
that instead of 10-fold, 3, 5, and even 20-fold approaches can be
used as per the complexity of the model.

2.6. Performance

The measuring parameters, computed with “scikit learn
metrics” (Equations (4)–(7)) of each DDSS/VJC, are as follows:

Accuracy Að Þ : TP þ TNð Þ
TP þ TN þ FP þ FNð Þ (4)

where TP, FP, TN, and FN are true and false positive and true and
false negative, respectively.

Precision Pð Þ : TP
TP þ FPð Þ (5)

Recall Rð Þ : TP
TP þ FNð Þ (6)

F-score Fð Þ;which is theweighted average of P andR :
2 P � Rð Þ
Rþ Pð Þ (7)

P, R, and F are measured using Scikit learn metrics’Macro,Micro, and
Weighted averages [36]. A comparative analysis of the performances of
the DDSS/VJC can be seen in Table 2 in the following section. It is
important to mention here that the visualization of typhoid grading
(mild, moderate, and severe) by the best-performing DDSS/VJC can
be seen in Figure 3.

3. Results and Discussion

The results obtained from the experiments are shown and
discussed in this section.

An alpha value of the CDB is found to be 0.63, which indicates
moderate-quality data [21]. The data is of “moderate”-quality clinical
data and can be considered good data for experiments.

In this table, the performance of each DDSS (i.e., VJC) has been
showcased. It can be noticed that VJC9 (DDSS type: RF) outperforms
others, followed by VJC4 (DDSS type: DT), and VJC8 (DDSS type:
SVC). Among the rest, LDA (VJC6), GNB (VJC7), KNN (VJC5),
LOR (VJC2), and MLP (VJC10) have performed moderately well,
whereas MLR (VJC1) and SVM (VJC3) have not performed up to
the mark. It does not mean that MLR and SVM MLCs are poor-
quality DDSSes. In this set of data, it has not performed well but
may perform well in another dataset. The overall performance of
the VJCs is appreciable, as clinicians’ average perfection in
diagnosis is 71% [37], which is even less than the DDSSes (about
74%). However, it is important to note that such numerical
comparison does not prove the superiority of DDSSes over the
human accuracy of medical diagnosis at all time. For both the
human and DDSSes, the complexity of the case and the data,
respectively, is the key influencer, which again varies from one set
to another.

As known to us, RF is a collection of multiple DTs, and its final
output is determined by the output of each of the DTs based on the
majority voting [38]. In this work, the author proposes that a clinician
may also use a similar approach, i.e., creating DTs (tree-based
search) on a random subset of “weighted” sign symptoms
(constituting the CDB) to arrive at multiple diagnoses initially,
known as “differential diagnosis or DD”, where each diagnosis
represents one class of disease with its corresponding grade,
obtained from each of the DTs based on CRB. DD is the
preliminary diagnosis. Here, multiple possibilities are considered.
The final diagnosis is known as “provisional diagnosis” (PD),
which is based on patients’ (i) response to the treatment and (ii)
pertinent corroborative findings in the investigation results that
decide on the “majority voting” of the most likely “type” of the
disease and its “grade” within the list of DD. This is the rule-of-
the-thumb method of medical diagnosis that is quite similar to the
working principle of the DT-RF DDSS that makes decisions
based on the classes obtained from the respective DTs. Figure 2
showcases the similarity between DT-RF-based DDSS and a
clinician’s method of diagnosis and grading of any disease. This
method is mostly used in cases that mandate a faster PD, such as
in the diagnosis of IDs and their grades at the time of diagnosis to
initiate early treatment and prevent its further progression in the
community. As DT- and RF-based DDSS have faster
convergence, these probably have outperformed other DDSS
algorithms in this study. In Figure 2, INSTANCES are the
weighted sign symptoms, i.e., the CDB; a DT-based CLASS is
nothing but one of the diagnoses in the list of DDs, which is done
with CRB; RF-based “majority voting” leading to FINAL CLASS
is nothing but the PD or final diagnosis of the grade of illness. In
this way, DT-RF-based DDSS (an ensemble model) may model
how a novice clinician learns to diagnose the grade of an illness.

3.1. Visualization

Predicted grades of the test cases by the RF-based DDSS, i.e.,
VJC9 are plotted below. In this figure, purple markers are “mild”
grades, green markers are “moderate” grades and yellow markers
denote “severe” grades of typhoid fever in 60 test cases.

Table 2. Compared performances of VJCs and their respective
DDSS algorithms

VJC DDSS A P R F Rank

1 LR 0.45 0.5555 0.4634 0.5052 9
2 LOR 0.8 0.7993 0.7978 0.7985 7
3 SVM 0.38 0.5406 0.3958 0.4570 10
4 DT 0.86 0.8666 0.8666 0.8666 2
5 KNN 0.8 0.8063 0.8045 0.8053 6
6 LDA 0.8166 0.826 0.812 0.8189 4
7 GNB 0.8156 0.816 0.802 0.8109 5
8 SVC 0.8333 0.8346 0.8312 0.8328 3
9 RF 0.8833 0.8835 0.8833 0.8831 1
10 MLP 0.75 0.7477 0.75 0.7488 8
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Screenshots of the results (accuracy, precision, recall, and F-score)
from the IPython console of Spyder 5.0 editor have been shown in the
figure for the test cases.

4. Challenges and Hardships with MLCS as CDSS

Clinical decision- making is essentially a “human-centric”
process where “human” patients present with signs and symptoms
(i.e., the patterns) of an illness that are analyzed by the “human”
doctors based on the knowledge they have acquired dynamically
over the years of clinical practice (i.e., their experience enriched
with CKB) both during the training phase (supervised learning
and reinforcement learning) and own-run independent practice
(unsupervised learning). Computer-aided decision making is
usually needed to analyze complex and difficult cases by
experienced doctors, while novice doctors may use those to obtain
some prior knowledge in plausible diagnoses, grades,
recommendations, and prognoses. The interesting point is that
computers can remember and recall thousands of different patterns
in a short time, whereas the human brain often forgets and falters

but can assume, imagine, and execute the most appropriate
clinical decisions that computers still cannot. Thus, the
involvement of both humans and machines (a hybrid model)
could be beneficial to patients (moving ahead from patient-centric
to patient-centered) in this digital era of healthcare. However,
there are several challenges to accomplishing it.

a) Explainability and causability are two important aspects of
model’s interpretability bringing logical relationships between
the factors and the response more toward human acceptable
format than statistical and numeric formats, which sometimes
do not make enough sense to the clinicians. The “black box”
algorithms are confusing to them.

b) Generalizability is another issue as MLCs are trained and tested
on a dataset and do not always show a similar level of precision
and accuracy in other real-life scenarios. For example, the
CDSS’s performance may vary between two or more hospital
setups in the same domain and disease spectrum.

c) Multimodal data handling is another important hardship as many
come from IoT-enabled devices, e.g., ICU or ITU patient data.
Multiple X-rays, CT, MRI, USG, and other different types of
images come from PACS. Laboratory data, data from
pharmacies, and doctors’ and nurses’ notes on procedures and
referrals make it more complex, especially if those are hand-
written. All this information is important to corroborate the
signs and symptoms of the patients to stratify the clinical risk
in real time and plan care management and treatment accordingly.

d) Noise handling is another important aspect of healthcare data,
which is usually unstructured, scattered, and noisy.

e) Data imbalance (abundance of one particular class type in the
dataset) is one critical parameter hindering model’s performance.

f) Ethical measures are key to healthcare practices. Data privacy is
the most important aspect of it. The popular choice of using
OpenAI such as LLMs is still questionable because the data-
analyzing platforms requires critical thinking that is absent
within it. Moreover, there are incidences of the data leak,
phishing, and generating wrong information (hallucinated
information) [39], violations of data security norms and
compliances while gathering sensitive personal data of the
patients [40], and nonrepeatability with the same user input

Figure 2. Similarity between DT- and RF-based DDSS and medical diagnosis

Figure 3. Grading by VJC9 (RF-based DDSS)
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confuses the users further. There are similar threats to the IoT and
image data also despite HL7 and DICOM formatting for
archiving and transmission. Often, security is breached by
malware and spyware [41]. An attempt has to be made to keep
the data anonymous at all times, masking its sources,
encrypting, and tightening the security. Therefore, LLMs and
OpenAI platforms have questionable suitability to handle
sensitive healthcare data.

The plausible solutions to the above challenges could be as
follows:

i) Data wranglingmethods such as preprocessing and processing
are the most useful techniques before model building. Column-
wise normalization, identifying null values, and data types are
very important too to successfully develop an MLC model.

ii) Training one model at a time with several datasets coming from
different sources, e.g., the typhoid fever dataset from ten
different hospitals to reduce the inter-rater variance among
the attributes in the datasets and the skewness in the output.

iii) Stratified k-fold cross-validation helps curb the sampling bias
which otherwise is carried forward to influence the outcome of
the model.

iv) Validation and cross-validation of the outputs by a dedicated
team of experienced doctors (double-blind controlled trial)
whenever possible and involving them at all stages of the
model development for syncing CKB with the algorithm’s
speed and memory.

v) Type-I and II error handling is an important metric of the
performance of any CDSS tools. It should be measured to the
occurrences of false-positive (Type-I error) and false-negative
cases (Type-II error). The intention must be around reducing
these scores as false-negative results could entail significant
health hazards as the clinicians could overlook the imminent
risk, while false positivity may push clinicians for more high-
end investigations and allocation of sophisticated resources,
which may raise the cost to the patients.

vi) Exploratory data analysis meticulously mines the
hyperparameters and how they influence each other as well as
the model’s output. It presents how much weight each of these
hyperparameters is bringing in addressing the model’s outcome.

vii) Making the CDSS more human-centric, clinically rich, and
must be user-friendly for clinical adoption.

viii) Retesting the model’s performance in different clinical
environments and datasets of the same clinical domain, and

ix) In the case of rule-based systems, most of the cases generate
thousands of “if-then” rules, which need to be pruned to
identify the “useful” bunch mimicking how the clinicians
arrive at a diagnosis by excluding apparently “useless” or
nonpertinent rules [14]. Rule pruning reduces computational
complexities, increases the model accuracy, and increases the
speed of diagnostic decision making.

5. Contributions

The contribution of this paper is three pronged:
A. It effectively develops an ML-based CDSSes for diagnosing a

complex systemic illness such as typhoid fever. All models are
developed with the weighted signs and symptoms of the
patients, given by a group of experienced clinicians meaning
these are trained with the rich CKB mimicking the way novice
doctors are trained by experienced senior doctors. It essentially
gives the essence and core idea behind using CDSS for
disease diagnosis and grading.

B. It technically maps how human doctors diagnose using the “yes”
and “no” heuristics logic in arriving at a diagnostic decision,
which is an advantage of using the DT-RF-CDSS models in
the medical diagnoses, and

C. By incorporating the essence of computations, such a trained
CDSS, can assist novice medical doctors learning diagnostic
methods for complex illnesses, while experienced doctors may
have a second opinion with the tool. The use of computation is
to recapitulate all the closely related disease patterns within the
signs and symptoms, which the brain struggles to decode with age.

6. Limitation

A. The data are synthetic and not the real world, though it is created
by experienced general physicians who treat typhoid fever cases.
The author thus believes that the real-world data will be closely
around the synthetic dataset having an appreciable internal
consistency (alpha score of 0.63). Also, it is not normally
distributed, corroborating with the fact that biological data are
often not normally distributed and hence are unpredictable.
Therefore, apparently, it is a limitation from the research
perspective but when critically thought, it is not.

B. The sample size is small and might have hindered better outcomes
of theML algorithms. However, it is not always correct. The quality
or relevance of the data is more important for MLmodeling than its
size, e.g., if the sampling happens fromwrong distribution having a
wrong mean, more data help converging faster toward that wrong
mean affecting the model’s outcome extensively. In this case, the
data signify the CKB of the SCs having decades of experience in
treating IDs. Therefore, it is assumed that the quality of the data,
especially the feature set is very high although being smaller in
size, and it serves the purpose of the key objective of the paper
which is how the learning of ML algorithms for clinical
decision-making mimic the way novice doctors learn diagnose
and make clinical decisions. High-quality feature set is the key to
building a successful MLC model [42].

7. Conclusion

The paper attempts to mathematically model how a novice
clinician (a VJC) learns to diagnose a complex illness that requires a
faster decision, such as typhoid fever using the CKB of the SC. To
accomplish the goal, ten VJCs are created using ten MLCs for
grading typhoid fever. The VJCs are trained by the SC to make a
faster tree-search-based approach to preliminarily decide on the
disease grade based on the “weighted” sign symptoms of the
patients. Finally, for a new case to be diagnosed, majority votes
decide the grade of the illness, learned from SC’s CRB. That is why,
VJCs, developed with DT-RF-MLC-based CDSS, have performed
best in diagnosing the grade of the illness with >87% average
accuracy and precision, which is higher than human clinician’s
reported diagnostic accuracy, i.e., 71% [37]. The paper also provides
insight into selecting the appropriate MLC algorithms for the
diagnostic decision-making process.

At the experimental level, it looks simpler. However,
interoperability is a challenge for the deployment and adoption of
MLCs by human doctors as assistive tools, and therefore, the
models need extensive testing across other datasets of different
sources. Finally, the performance can be tested majorly based on
the frequencies of occurrence of Type-I (number of false-positive
cases) and II (number of false-negative cases) errors in domain-
specific real-world diagnostic settings.
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Abbreviations

BDSS bioinformatics-based decision system
CD constipation or diarrhea
CDB clinical database
CDSS Clinical Decision Support System
CRB clinical rule base
CKB clinical knowledge base
DC dry cough
DD differential diagnosis
DDSS Diagnostic Decision Support System
DL delirium
DT decision tree
FV fever
GNB Gauss naïve Baye’s
HD headache
ID infectious disease
KNN K-nearest neighborhood
LAP loss of appetite
LDA linear discriminant analysis
LLM large language models
LR linear regressions
LOR logistic regressions
MDR multidrug resistant
MLC machine learning classifiers
MS muscle pain
MLP multilayer perceptron
PACS Picture Archiving and Communication System
PD provisional diagnosis
R rashes
RF random forest
SC senior clinicians
ST stomachache
SVC support vector classifier
SVM support vector machine
SW sweating
VJC virtual junior clinician
WK weakness.
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