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Abstract: The rate at which students succeed in their academic pursuits contributes significantly to the academic achievement of their
educational institutions because it is used as a measure of the institution’s performance. Many factors could be responsible for
students’ academic performance and student success. Quick understanding of weak students and providing solutions to improve their
performance will significantly increase their academic success rate. Educational data mining using artificial neural network plays a
crucial role in determining their likely performance and helps them to initiate measures that can reposition the students’ performance
in the future. This study developed a model that predicts students’ failure and success rates with the aid of a machine learning
algorithm. The study sampled 720 students from three selected tertiaries institutions in Adamawa State, Nigeria. Three hundred
students were selected from Modibbo Adama University, Yola, 300 students were selected from Adamawa State University, Mubi,
and 120 students were selected from Adamawa State Polytechnic, Yola. The research makes use of descriptive statistics to identify
the variables that likely affect students’ academic performance. The collected data were preprocessed, cleaned, and modeled using
Jupyter Notebook, a Python Anaconda development platform for artificial neural to build the student’s academic performance
predictive model. The neural network is modeled with 12 input variables, two layers of hidden neurons, and one output layer. The
dataset is trained using the backpropagation learning algorithm. The performance of the neural network is evaluated using k-fold
cross-validation. The neural network model has achieved a good accuracy of 97.36%.
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1. Introduction

The ability of a child to learn is a very important moment in the
child’s life. Kubiatko et al. [1] pointed out that the student’s ability
to assimilate quickly has an important role to play in his academic
success, and the student’s academic success affects the general
satisfaction of the student and society at large. This means that
the student’s level of assimilation is among the most required
activities in the life of the student. However, numerous attributes
affect students’ assimilation process and academic achievement.
The numerous attributes are otherwise referred to as assimilation
factors. These attributes are connected with the student’s
physiological, psychological, parental, social situations, and
environmental conditions. It is of important note to understand
that these assimilation factors contribute to the academic success
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of the student in different ways [2]. The level of a student’s
academic assimilation alongside the student’s academic success
has an impact to the fullest on the student; for this very important
reason, educational institutions globally would understand it as a
vital factor in students’ achievement academically.

It is important to consider student’s academic performance to
be excellent in tertiary institutions of learning as a yardstick
for the academic success of both the students and the
institutions. It is of important fact to note that the socioeconomic
development and industrial growth of any nation depend solidly
on the quality of education, academic performance, and success of
its citizens. High-quality education, excellent student performance,
and making sure that there is professionalism in the education
sector are among the key objectives in the education system of
any country.

Student performance is an essential aspect in higher institutions
of learning and hence determines the student’s academic
achievement and that of the institution [3]. Students’ performance
is mostly used as a criterion for high-quality education because of
their excellent record of academic achievements. It is important to
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note that majority of the tertiary institutions in Nigeria uses grade as
the main measure to assess students’ academic performance.
Additionally, the structure of students’ courses, marking of
students’ assignments, scores grades for final exams, and
extracurricular activities will affect the student’s academic
performance. Comprehending students’ academic success is very
important to link with the understanding of the centric learning
environment of the students. Early prediction of students’
academic status in any tertiary institution of learning will go a
long way in curtailing students’ failure rate and dropout. This will
also assist in improving the success rate in the institutions by
making the students identify their areas of weakness and take
necessary measures to improve their performance [4]. Heredia
et al. [5] result findings indicated that the poor performance of the
student is mostly affected by wvarieties of variables that the
students encounter during the days of their study. Therefore, a
clear identification of these variables responsible for students’
poor performance and success needs to be investigated. This is
necessary because the results of the investigation will indicate
poor and weak-performing students in which appropriate measures
will be taken to improve their academic performance to achieve
the desired success in their academic pursuits [6].

The quantity of student information gathered and kept in
various colleges, universes, and polytechnic is large, and this
information could be used to predict students’ academic
performance. The expert that is engaged in data science no longer
uses the old method of computing data which makes use of paper
and pen. Data experts use an automated method to analyze data.
These huge amounts of data collected are kept unused.
Educational data mining (EDM) happens to be an interesting field
that is gaining more attention in data science, particularly when
working on educational data. With EDM, educational institutions
can make use of students to predict their academic achievement
and also serve as a decision support system (DSS) for the
institution. The final goal of EDM is to bring out good policies
through data that will serve as a basis for making good decisions
for quality education in any institution [7].

Amala Jayanthi and Elizabeth Shanthi [8] considered EDM as
an area of study that is used to improve education. EDM has
contributed significantly to data mining and has numerous areas
of application. EDM can be defined as the use of different
techniques in the application of data collection applied in data
analysis in the education sector, which are aimed at solving
challenges faced by institutions of learning [9]. EDM application
areas include the formulation of e-learning systems, clustering
educational data as well as making student performance
predictions among others [10]. The focus of EDM is to explore
educational data to gain insights into how individuals learn [11].

A machine learning (ML) algorithm is considered one of the
most common aspects of EDM used in predicting students’
academic performance. ML can be defined as the process that a
machine or model is gained access to data and through it, the
machine can learn on its own. Hussain et al. [12] put it that ML is
a computer programming that enhances perfect results with the
help of example data. ML plays a significant role in EDM
particularly when it comes to prediction. Artificial neural network
(ANN) is a ML algorithm that is extensively in the field of data
mining. ANN models are used in data analysis, and they can be
classified as a semi-parametric method. This class of models can
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learn complex tasks, such as recognition, decision-making, or
predictions, and can deal with nonlinear data.

Tertiaries institutions in Adamawa State have recorded a high
poor student success rate and dropout due to poor student
academic performance in recent years. This has become a serious
challenge to students, parents, and school management. With the
huge amount of student data collected from various tertiaries
institutions in Adamawa State, this paper proposed the use of an
ANN to predict students’ academic performance in tertiary
institutions in Adamawa State, Nigeria to curtail the problems of
poor academic performance and student dropout.

2. Review of Related Literature

Many academic scholars have carried out different studies on
students’ academic performances that can be found and model
that predicts students’ academic performance has been conducted
around the world so far. Student’s academic performance plays an
important role in student academic achievement and this has a
positive impact on the student’s success rate [13]. Shahiri et al.
[14] study revealed that neural networks and decision tree (DT)
among other algorithms are two commonly used classification
techniques with prediction accuracy of 98% and 91%,
respectively. The results also show that the support vector
machine (SVM) and k-nearest neighbor (K-NN) have the same
accuracy of 83%, while Naive Bayes (NB) has lower prediction
accuracy (76%). From the results of the study, it was concluded
that the neural network’s ability to learn and adjust is what makes
it useful and powerful in EDM prediction.

A study conducted by Erdem et al. [15], primarily, is to
investigate the variables responsible for poor students’ success
rates putting into consideration the student’s final grades of
selected university population students in the area of their study.
The study shows that a student’s success rate is related to the final
grade point of the student. However, the results revealed that
students’ performance is affected by other variables like sex of
the students, previous students’ academic history, students’
accommodation type, students’ parental financial stability and
income, student’s social surroundings, pre-tertiary school attended
and location attended, student’s intelligence quotient (1Q),
students studying time duration, and students’ university entrance
examination grade. Hence, the study revealed that these factors
contributed significantly to affect the cumulative grade point
average (CGPA) of the student.

Kiu [16] conducted a study to analyze selected variables and
their impact on the success rate of the sampled population. These
variables include the background from which the student came,
the social activities of the student, and the academic success of
the student. Their paper makes use of three variables to test for
data exchange and data normalization in the proposed model.
The study makes use of the Webca data mining tool on
datasets for analysis. The study makes use of NB, multilayer
perceptron (MLP), DT, and random forests (RF) as the data
mining methods in the dataset. The results of the study
revealed that the background from which the students came and
the personality traits the students exhibit in society play a
significant role in revealing the initial stages as well as
identifying these students that are weak and are performing
poorly in their studies.



Journal of Computational and Cognitive Engineering

Vol.3 Iss.2 2024

Masood et al. [17] undertook a study to assess the factors
affecting students’ academic performance and the negative effect
on the students. To effectively achieve the objectives, the study
makes use of experiments for data collection and modeling. The
study used 11 different ML techniques to assess factors affecting
students’ performance in the predictive models. The results of the
study revealed that DTs and RF have high accuracy of prediction
and were able to identify significant variables responsible for
students’ academic success. Yakubu and Abubakar [18] conducted
a study making use of a linear regression model that will forecast
the success of their institution. The results of the study explained
how the predicted results could help students and teachers
improve their education and institution. Alturki and Alturki [19]
conducted a study on predicting student performance using EDM
for applying early interventions. The study sampled three hundred
students from the Department of Computer Science and the
Department of Information Science that is from a university in
Saudi Arabia. The study considered the evaluation of six data
mining techniques in forecasting students’ success and came out
with a result that shows which method is more appropriate.
Ahmed and Elaraby [20] in their study developed what is known
as rules for classification in predicting the success rate of a
sampled population. The study investigated previous students’
information that was admitted in other programs interval between
2005 and 2010, and the results of the study predicted students’
last grade to increase their success rate and decrease their rate of
failure of students in the selected program. In addition, Romero
and Ventura [21] conducted research to investigate the
relationship between student success and some variables of
interest. The results of the study revealed that students learning
techniques on campus, students reading styles, student’s
environment, and student’s family relationships contribute
significantly to the student’s success in the study area. Banik and
Kumar [22] carried out a study on variables that contribute to
undergraduate students’ achievement at Arba Minch University.
The outcome of the study shows that there is statistical
significance between sex variation, type of examination, and
reading time. The results of the findings also revealed that these
variables determine the student’s CGPA. This means that these
variables of interest contribute significantly to the academic
success of the students. The study further shows statistical
relationships among variables such as students’ former academic
background, studying hours, social life on campus, and social
media attitude with the student’s success rate. This means that
these factors have a significant impact on determining students’
academic performance. However, another study conducted by
Vamshidharreddy et al. [23] shows that there are four broad
categories of variables that contribute significantly to students’
academic achievement in the university. These four categories of
variables identified by their study are: the category of program
admitted into, the nature of the test administered to students,
students’ behavior, and the school environment. These variables
are identified as variables that have an impact on the performance
of the students.

Stankovic et al. [24] carried out research making use of using
ANN algorithm to forecast student’s performance on a course. They
make use of MLP with a backpropagation learning algorithm (BPP).
The study also adopted the cross-validation methodology for the
training and testing of the classifiers. The transformation process
was performed on the test points of the students to get different
categories related to performance. The results show that the

forecasting algorithm attained an accuracy of 92.3%. For the
study to implement the algorithm, the study designed a Web-
based program to show an outcome.

Dhilipan et al. [25] carried out a study thatused a DT, SVM, and
NB algorithms to predict the performance of the students. The results
of their study revealed that the NB algorithm happens to have the best
result of 77.0% in terms of the accuracy of the prediction model, the
DT was second with 71.0% accuracy, and then SVM with 38.0%
accuracy. Vamshidharreddy et al. [23] studied different ML
algorithms like binomial logical regression, DT, entropy, and K-
NN to predict the student’s success rate. The results of the study
revealed that binomial logical regression came out with an
accuracy of 97.05%, entropy produced at 91.19%,
K-NN has 93.71%, and the DT model has an accuracy of 88.23%.

Ofori et al. [26] conducted a literature-based review. The study
focused on the application of ML techniques to forecast students’
success to come out with an improved success rate. The study
compares different types of ML algorithms to test for prediction
accuracy. The results of the study came out with different results
based on the model outcome. The results of the study could not
identify the best ML model suitable for prediction. The study
concludes that various variables are responsible for students’
academic success [26].

The main objective of the study is to design a model that will
predict students’ performance using a different types of ML
algorithms [27]. The final results of the study show that the
graduate booting algorithm has the highest level of prediction
with 93.8% accuracy.

Zacharis [28] carried out a study to predict the success of the
student in a particle course; he sampled students’ information kept
in a Moodle server to predict students’ performance in a course
using four different learning activities stored in the server. The
study trained a MLP neural network which he used to predict
student performance in a blended learning course environment.
The results of the model predicted the performance of students
with a correct classification rate of 98.3%. This shows that the
MPPNN has a significant impact on predicting student performance.

3. Methodology

3.1. Study area

The study was conducted in some selected tertiary institutions
in Adamawa State, namely Adamawa State University, Mubi,
Adamawa Polytechnic, Yola, and Modibbo Adama University,
Yola.

3.2. Population

The population of this study comprises students admitted to the
Modibbo Adama University, Yola, Adamawa State University,
Mubi, and Adamawa State Polytechnic, and data used for this
study were collected from 2017 to 2020.

3.3. Data collection process and sampling
The goal of this paper is to predict students’ academic

performance; it means that the study will apply a classification
model for the prediction relying on a dataset from some selected
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educational institutions in Adamawa State. To obtain the necessary
data, a questionnaire was organized and distributed to students in the
selected educational institutions manually.

The study sampled 720 students from three selected tertiaries
institutions in Adamawa State, Nigeria. Three hundred students
were selected from Modibbo Adama University, Yola, 300 students
were selected from Adamawa State University, Mubi, and 120
students were selected from Adamawa State Polytechnic, Yola.
Random sampling was used as a method of sampling techniques
across schools in the study. The study makes use of a multistage
sampling procedure to select students for the study. In the first
stage, the schools (faculties) in each institution were selected using
probability equals to one sampling strategy. In the second stage,
three departments in each school (faculty) were selected using a
simple random sampling technique (balloting with replacement). In
the third stage, 720 respondents comprised of students were
administered questionnaires in the selected tertiary institutions in
Adamawa State. Information was elicited from these students using
a questionnaire that was administered to them.

3.4. Dataset description

The dataset requirement for this research is fulfilled through a
questionnaire and student grades from the universities database. The
data attributes include the student’s sex, pre-tertiary school status,
parent socioeconomic status, personality traits, reading style,
hours of study per day, health, 1Q, and CGPA. Table 1 shows the
description of dataset variables.

a MS Excel sheet and converted into a comma-separated values
(csv) file. Then, the data were reviewed and modifications were
made where necessary on the dataset.

5. Data Preprocessing

Preprocessing plays a very important role in data mining. Its
purpose is to convert raw data into a suitable form that can be
used by a ML algorithm. Data preparation tasks include data
integration, data cleaning, and discretization.

Two hundred and seventy datasets that were collected from the
three tertiary institutions had 43 columns. The datasets that were 43
columns initially were cleaned to 13 columns and were discretized.
The collected data were preprocessed. The final data items used in
predicting students’ academic performance are shown below in
Table 2. The independent variables for academic performance
prediction were gathered from both students and exam officers of
the various departments; these variables include the sex/gender of
the students, pre-tertiary school status of the students, the parent’s
socioeconomic status, study style, the nature and quality of the
learning environment, the number of hours out into study by
students per day, personality traits, festivity, regularity to class,
the health of the students, the student intelligent quotient, and the
student CGPA. The dependent variable or the target class is the
predicted academic performance of the students which are ranked
in four levels; the four levels are poor, low high, and exceptional
performance. The predicted variable has four classes in which the
students are classified — exceptional, high, low, and poor. Since

Table 1
Dataset description

S/N Variable Description of the variable with property
1 Sex Male (1), female (2)

2 Pre-ter sch st Urban, suburban, or rural (U,S,R)

3 Parent socio-econ st 1 (high), 2 (moderate), 3 (low)

4 Studying style Group (0), single (1), both (2)

5 Qual of Edu Env From 1 (very low) to 5 (very high)

6 Hrs study per day 1 (<3 hrs), 2 (3 to 6 hrs), 3 (7 to 9 hrs), 4 (>9 hrs)
7 Regularity to class 1 (high) 2 (moderate) 3 (low)

8 Festivity From 1 (very low) to 5 (very high)

9 Personality traits From 1 (very low) to 5 (very high)

10 Health From 1 (very bad) to 5 (very good)

11 1Q From 1 (very low) to 5 (very high)

12 CGP From 1 (poor) to 4 (exceptional)

4. Data Preparation

After collecting the data, the next step was the data preparation
stage. The collected data that were made up of both string and
numeric variables cannot be modeled by the ANN; therefore, the
data were prepared to make it more amenable for the algorithm to
make predictions. The data that have been collected through the
questionnaire and from the student’s academic records were
exported into an Excel sheet. The exported dataset was coded into
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the objective is on predicting students at risk of delay in
graduation or dropping out, students with a CGPA below 2.50 are
classified as poor and will need strong intervention, students with
a CGPA between 2.50 and 3.00 are classified as low, needing less
support, and students with CGPA between 3.00 and 4.50
classified as high, they are fine but may need encouragement to
be exceptional students while students with CGPA above 4.50 are
classified as exceptional students, they are fine without any
intervention.
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Table 2
Preprocessed students’ records for academic performance prediction

In [1]: import pandas as pd

dataframe = pd.read_csv("'PerformancePredictData.csv'")

#dataframe[dataframe.Class=='Poor']

dataframe
‘ ‘ Sex |Pre-ter_Status Pari::ilocm Stg:iy);ing ‘ E(\)';lra:)‘n]f::r; ¢ H;SI_SI;:;Y‘ pe:‘:;)il:lity Festivity Rteoglg; l:sty Health‘ LQ ‘CGPA‘ Class
[0 [ o] 0 \ 3 [ 2 3 [ 2 | 2 [ 4 | 2 [ 4 | 4 [23 | Poor
1] 0 2 2 3 3 2 5 3 5 05 [ Poor

2 | o 0 3 2 3 1 2 2 1 5 1 | 173 | Poor
30 0 1 2 5 1 1 3 2 5 [ s [ 280 [ Low
[4 [0 | 1 3 2 3 1 2 3 2 [ 3 [ 3 [266 | Low

5 1 0 3 2 3 3 1 5 1 5 | 4 [219 | Poor

6 | 0 0 1 0 1 2 1 1 2 5 |3 [255 | Low

7 |1 0 2 1 5 2 2 1 3 4 | 5 [322 | High
[8 [ 1] 1 \ 2 [ 1 | 2 [ 2 [ 2 [ 3 [ 3 [ 5 [5 [419] Hig
[ [ [ \ \ \ \ \ I
[710 [ 1 | 1 \ 3 [ 2 ] 5 [ 2 | 2 [ 2 [ 2 [ 4 [5 [335 [ Hig
[711 ] 1 | 0 \ 2 [0 | 3 [ 3 | 2 [ 5 | 2 [ 5 [3 [263] Low
712 [ 1 0 3 2 4 3 2 1 2 5 [ 3 [260 [ Low
713 | 0 0 3 1 3 2 2 5 3 5 | 5 | 400 [Exceptional
714 | 1 1 3 2 3 1 2 3 3 4 | 5 [399 | High
715 [ 0 | 1 \ 3 [0 | 2 [ 2 | 2 [ 4 [ 3 [ 5 [ 5 [426 [Exceptional
[716 [ 0 | 0 \ 3 [ 1 3 [ 1 | 2 [ 4 | 3 [ 4 | 4 | 400 [Exceptional
717 | 1 0 3 0 5 1 2 5 3 5 | 5 | 405 [Exceptional
718 | 0 0 2 1 5 3 2 4 3 5 | 5 [367 | High
719 [ 0 1 3 1 3 1 2 3 3 3 [ 4 [332] Hign

6. Modeling and Experiment

Jupyter Notebook, a Python Anaconda powerful developmental
wide-range classification and prediction platform for ANN, was used
to build the model for predicting students’ academic performance.
The building of the model was done after the dataset collected was
preprocessed, and missing data were removed. The neural network
library known as Keras was used for the experiment. It is a
sequential model of stacks layers inbuilt into the python
programming language that supports the multi-layer network. After
the datasets were partitioned and initial parameters set, the model
was trained at 50 epochs in order to obtain the performance of the
model. The performance of the neural network reached optimum at
a performance accuracy of 97.36%. As the model trains through
the epochs, the ANN learns and becomes familiar with the patterns
of the datasets. Consequently, the loss function value starts
reducing while the accuracy starts increasing. This continues
steadily to the end of the epoch. The model training values are
consistent with the good learning behavior of the neural network.

Moreover, from the Keras sequential model, and based on the
training and performance accuracy, the final model is as shown in
Figure 1 above.

Generally, the ANN architecture is usually in layers and each
layer is made up of neurons. The pictorial representation of the
final model of the neural network is shown below. This also
represents the neural network model for students’ academic
performance as shown in Figure 2 below.

K-fold cross-validation was used to evaluate the performance of
the model in this study. Cross-validation methods are usually
adopted as a performance measure of neural network models to
assess the statistical relevance of the classifier.

Accuracy = Number of predictions/Number of K-folds

The procedure is to create a k-fold partition of the whole dataset, repeat
K times to use K-1 folds for training and a left fold for validation,
and finally average the error rates of K experiments. The k=35 is
statistically coherent in this study since the datasets have 720 data
features or data items. The k-fold of 5 will give equal segmentation
of the datasets before the final performance is obtained as shown in
Figure 3 above.

Accuracy = Number of predictions/Number of K-folds

The number of predictions of the k-fold is 5; from the neural network
setup, the performances of the algorithms in the neural network in the
python code are: [0.97916667 0.97222222 0.97222222 0.97916667
0.96527778]

Accuracy = 0.97916667 + 0.97222222 + 0.97222222
+0.97916667 + 0.96527778 /5

Accuracy = 97.36%

207
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Experiment 1

Experiment 2 | I [ [ I

Experiment 3 | [ [ [ [

Experiment 4 | [ [ [ [

Figure 1
The neural network training behavio% of the datasets at optimum performance

Layer (type) Output Shape Param #
;;nse72l (Dense) (None, 50) 650
activation 1 (Activation) (None, 50) 0
dropout 16 (Dropout) (None, 50) 0
dense 22 (Dense) (None, 55) 2805
dropout 17 (Dropout) (None, 55) 0
dense 23 (Dense) (None, 60) 3360
dropout 18 (Dropout) (None, 60) 0
dense_ 24 (Dense) (None, 4) 244
activation 2 (Activation) (None, 4) 0
Total params: 7,059.0
Trainable params: 7,059.0
Non-trainable params: 0.0

Figure 2

The artificial neural network architecture for students’ academic performance

Sex ‘ N—___ Y
Pre-Sex Status \}‘\\‘QA Aw*\‘}tv ’l.’{\
AN A S Z i\ N
NVASZARSZAN
Present Socio \\“ié e‘:’;":"/‘“,"&}‘ig N \
Studying Style !. ’D‘%;t,:}‘\r\ “;g‘x& % \

Qua of Edu
Environment

Hrs of study per day ===

Personality traits

AN

Festivity

Regularoty of class e3> @)

Health status
Q

CGPA _—

AR SR LY
sy

”
N NN

Exceptional

Performance
High
Performance

\\\

Low
Performance

—3 PoOT

Performance

Input Variables mapped
into first layers

1st Layer with
55 neurgns

2nd Layer with
40 neurons

3rd Layer with
60 neurons

Output layers
predicted values

Relu Activation Relu Activation

function function

Figure 3
The cross-validation data partitions

|¢——— Total Number of Dataset——p|

I [ I I

|
| [ Training

Validation
|

Experiment 5 [ [ [ [ I |
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Relu Activation
function

Soft max Activation
function

7. Model Prediction

The obvious reason for building a ML model is to make
predictions; therefore, the last and important part of ANN model
building is to predict unseen data called the test dataset. The
academic performance prediction of students using the ANN
model was a multi-class classification model that generates four
outputs/labels based on the learning of the model through earlier
training on input datasets. The four expected output samples from
this study are



Journal of Computational and Cognitive Engineering Vol. 3

Iss. 2 2024

Figure 4
The encoded prediction code and corresponding meaning

========== Encoded Prediction Codes ======
[3123222333131232233113321333233223333
3332122231333 233232032231333313123112
1032321211223323233232332212212132232
3111122223232231322113322223223122312
3313333033133133331233333223232322331
2210332213013333210212221122221]

===== Corresponding Meaning of Codes======

['"Poor' 'High' 'Low' 'Poor' 'Low' 'Low' 'Low' 'Poor' 'Poor' 'Poor' 'High'
'Poor' 'High' 'Low' 'Poor' 'Low' 'Low' 'Poor' 'Poor' 'High' 'High' 'Poor'
'Poor' 'Low' 'High' 'Poor' 'Poor' 'Poor' 'Low' 'Poor' 'Poor' 'Low' 'Low'
'Poor' 'Poor' 'Poor' 'Poor' 'Poor' 'Poor' 'Poor' 'Low' 'High' 'Low' 'Low'
'Low' 'Poor' 'High' 'Poor' 'Poor' 'Poor' 'Low' 'Poor' 'Poor' 'Low' 'Poor'
'Low' 'Exceptional' 'Poor' 'Low' 'Low' 'Poor' 'High' 'Poor' 'Poor' 'Poor'
'Poor' 'High' 'Poor' 'High' 'Low' 'Poor' 'High' 'High' 'Low' 'High'
'Exceptional' 'Poor' 'Low' 'Poor' 'Low' 'High' 'Low' 'High' 'High' 'Low'
'Low' 'Poor' 'Poor' 'Low' 'Poor' 'Low' 'Poor' 'Poor' 'Low' 'Poor' 'Low'
'Poor' 'Poor' 'Low' 'Low' 'High' 'Low' 'Low' 'High' 'Low' 'High' 'Poor'
'Low' '"Low' 'Poor' 'Low' 'Poor' 'High' 'High' 'High' 'High' 'Low' 'Low'
'Low' 'Low' 'Poor' 'Low' 'Poor' 'Low' 'Low' 'Poor' 'High' 'Poor' 'Low'
'Low' 'High' 'High' 'Poor' 'Poor' 'Low' 'Low' 'Low' 'Low' 'Poor' 'Low'
'Low' 'Poor' 'High' 'Low' 'Low' 'Poor' 'High' 'Low' 'Poor' 'Poor' 'High'
'Poor' 'Poor' 'Poor' 'Poor' 'Exceptional' 'Poor' 'Poor' 'High' 'Poor'
'Poor' 'High' 'Poor' 'Poor' 'Poor' 'Poor' 'High' 'Low' 'Poor' 'Poor'
'Poor' 'Poor' 'Poor' 'Low' 'Low' 'Poor' 'Low' 'Poor' 'Low' 'Poor' 'Low'
'Low' 'Poor' 'Poor' 'High' 'Low' 'Low' 'High' 'Exceptional' 'Poor' 'Poor'
'Low' 'Low' 'High' 'Poor' 'Exceptional' 'High' 'Poor' 'Poor' 'Poor' 'Poor'
'Low' 'High' 'Exceptional' 'Low' 'High' 'Low' 'Low' 'Low' 'High' 'High'
"Low' 'Low' 'Low' 'Low' 'High']

i. Exceptional performance
ii. High performance
iii. Low performance, and
iv. Poor performance

To make predictions, this work used the model designed to generate
predictions on new data or the unseen dataset called the test dataset
by calling the predict function such as predict () on the model.

There are four classes expected at the output layer of the ANN
model. These are exceptional, high, low, and poor performance.
These were the label in the datasets which were fed into the
ANN; however, these strings in the output layer can be simulated
and trained with the numerical data in the dataset as shown in
Figure 4 below.

From Figure 5 above, a total of 504 (70%) were used as training
data, while 216 (30%) samples were used as test datasets.

The results in Table 3 show that variables such as number of
hours studied per day, personality traits, festivity, regularity to
class, health status, and IQ have a P value <0.05 which shows that
statistically, those variables contribute significantly to the outcome
of student’s academic performance. On the other hand, variables
such as sex or gender of the students, pre-tertiary status, parents’

Figure 5
The summary of training and test datasets

77777777 Summary of Datasets uded ------------
('Training dataset used out of 720,12:', (504,
('Labels used corresponding to the trained sets',
('Test datasets used out of 720,12:', (216, 12))

('Labels used for testing', (216, 4))

12))

(504, 4))

socioeconomic status, study style, and quality of educational
environment have a correlation coefficient or the P value >0.05,
this explains that those variables are statistically insignificant to the
student’s academic performance based on the dataset used in this
ANN modeling, that is, level of significance (co >0.05).

8. Discussion

This study predicted students’ academic performance with the
use of ANN. The ANN model had four layers: the input layer, two
middle layers, and the output layer. Twelve variables of the input
layer were mapped into 55 neurons, the two middle layers had 40
and 60 neurons, respectively, and the output layer has 4 neurons
that are representing the 4 classes of the expected outcome which
are exceptional performance, high performance, low performance,
and poor performance.

This academic performance prediction showed an optimal
performance at three hidden layers of 55, 40, and 60 neurons,
respectively. The prediction accuracy achieved optimum at
97.36% and a standard deviation of 0.52%. Two activation
functions used were relu and softmax.

From the graphical representations above in Figure 6(a), the
model started making correct predictions after epochs 10. The
learning phase was smaller compared to the correct prediction
phase. This implies that the model learns faster to be able to make
correct predictions on the dataset. The two-colored graphs showed
the performance of the dataset’s partitions for training and testing
datasets.

Figure 6(b) showed the model loss values in graphical form.
The loss value of the model for the training datasets performs
better and is consistent with the model learning behavior as
expected for a good model. The testing dataset slants downward
from the upper left at a value of about 1.2 model loss value to the
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Table 3
Significant variables for student’s academic performance

% of coefficient

Variable Description Correlation coefficient correlation
Sex Gender (male or female) 0.058 2.45
Pre-ter status The nature of pre-tertiary school attended (private or public) 0.032 1.35
Parental Socio.econ Parent socio-economic background 0.000 00
Studying Style Group or personal study style 0.060 2.54
Qua.Edu. Environment  The nature of the school environment and learning resources 0.003 0.13
HRs Study per Day Hours of study by students 0.436%* 18.42
Personality traits Introvert or extrovert personality 0.1171%* 4.69
Festivity Love for festivity activities and seasons 0.231%*%* 9.76
Regularity to Class Attending classes regularly 0.466%* 19.69
Health status Health status (whether the student’s health condition is good or bad) 0.099%3 4.18
1Q Intelligent quotient (the measure mental age of a student against the 0.871%* 36.79

chronological age)

CGPA Cumulative grade point average

Outcome and basis for
the predicted class

Figure 6
(a) and (b): The graph for model accuracy and model loss
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downward right at almost zero loss value showing the reduction of
incorrect predictions as the model encounters more data. However,
the model loss for the test dataset started off from 0.4 and plateaued at
about 0.8, denoting that the test dataset despite having a prediction
accuracy of 97% did not learn as faster as the training dataset. The
result of the training and model loss agrees with the BPP which was
used to train the datasets by default in the ANN.

The results obtained from this study revealed that developing
ML models to make predictions is not achieved instantaneously.
The process involves following laid down rules and conducting
lots of experiments before a candidate model that optimizes a
given problem is identified and selected.

Apart from the prediction accuracy of the ANN model, another
important aspect of this study is to unravel the variables that
contribute significantly to the overall prediction of the model. The
study revealed that the variables that had a major significant
impact on the overall predictive model are the student’s IQ.
The IQ had 36.79% of the total impact on student performance. The
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IQ variable stood out and has high significance in predicting
the academic performance of the students. The next significant
variable after 1Q is the level of student attendance to classes
coined regularity to classes, it accounts for about 19.69% of the
total predictor. This means that class attendance contributes
significantly to students’ academic performance; hence, students
need to attend class regularly. Other variables are the hour of
study per day by the student which was 18.42% of the
independent variables. Other variables that have a relatively
significant high impact on a student’s academic success are
festivity, personality traits, and health status of the student, each
having 9.76%, 4.69%, and 4.18%, respectively. This signifies that
a festive inclined student may also have an outstanding
personality trait, although that seems to inhibit performance of the
student but it also accounts for a student’s ability to collaborate
with other students or the learning environment. These traits could
positively impact students’ academic performance. Lastly, the
health status of a student can also be a major predictor of a
student’s academic success.

On the other hand, other variables like sex or gender of the
students, pre-tertiary institution status, parental socioeconomic
status, and quality of educational environment did not show any
statistical relevance in the prediction of student academic
performance and therefore could not have had a significant impact
on the ANN model decision.

The application of this model will go a long way in curtailing the
challenges faced by tertiaries institutions in Adamawa State, Nigeria.
The ANN predictive model has identified significant factors that
affect students’ academic performance; hence, this will help the
school management in taking decisions on intervening for the
weak and poor-performing students. The application of this model
will improve educational institutions’ success rate and cut down
the failure rate. The application of this predictive model will also
improve the learning mechanism.

9. Conclusion

Accurate student academic performance prediction model plays
an important role in any educational institution. The ability to handle
data quality issues in a student’s academic performance model has
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remained a major challenge. This paper presented a student’s
academic performance predictive model based on a supervised
learning technique using an ANN. The performance of the
predictive model is assessed on a dataset provided for modeling.
The result shows that the model attained accuracy at 97%. The
study also indicated that students’ IQ and regularity in class are the
two variables that contributed significantly to predicting students’
academic performance in the model. This means that in real-life
scenarios these significant variables contribute to students’ success.
Students should be encouraged in developing good IQ, attend class
regularly, develop a steady reading habit, and have good
personality traits. This will contribute significantly to the student’s
performance as revealed by the predictive model in this study.

In the future, the proposed model will be tested on a large
dataset with more numbers of attributes.

10. Recommendations

The study revealed that there are factors that are responsible for
the high rate of poor students’ academic performance in educational
institutions in Adamawa State. Hence, the study recommended that
the identification of such factors should aid educational institutions
in improving the learning mechanism of the students. Tertiaries
institutions in Adamawa State consider using EDM in predicting
students’ academic achievement because of its benefits in
uncovering the students’ learning attributes that matter in
academic success. The study also recommends that universities
and institutions should make appropriate use of data collected
from students at the point of entry to develop a model to serve as
a DSS to predict students’ performance.

Ethical Statement

This study does not contain any studies with human or animal
subjects performed by any of the authors.

Conflicts of Interest

The authors declare that they have no conflicts of interest to this
work.

Data Availability Statement

Data available on request from the corresponding author upon
reasonable request.

References

[1] Kubiatko, M., Hsieh, M. Y, Ersozlu, Z. N., & Usak, M. (2018).
The motivation toward learning among Czech high school
students and influence of selected variables on motivation.
Revista de cercetare i interven ie sociald, 60, 79-93.

[2] Ulug, F. (2000). Success in school. Remzi Bookstore.

[3] Amo, C., & Santelices, M. V. (2017). University trajectories:
More than persistence or desertion. In Congresos CLABES.

[4] Sandoval, 1., Sanchez, T., Naranjo, D., & Jiménez, A.
(2019). Proposal of a mathematics pilot program for
engineering students from vulnerable groups of Escuela
politécnica Nacional. In Proceedings of the 17th LACCEI
International Multi-Conference for Engineering, Education
and Technology, 1, 387. https://doi.org/10.18687/LACCEI
2019.1.1.387

[5] Heredia, D., Amaya, Y., & Barrientos, E. (2015). Student

dropout predictive model using data mining techniques.

IEEE Latin America Transactions, 13(9), 3127-3134. https://

doi.org/10.1109/t1a.2015.7350068

Di Caudo, M. (2015). Quota policy in Ecuador: 1 won a

scholarship to study in scholarship to study at the University.

Ponto-e-Virgula: Revista de Ciéncias Sociais, 1, 196-218.

https://doi.org/10.47212/tendencias_vii_2019_14

[7] Silva, C., & Fonseca, J. (2017). Educational data mining: A

literature review. In FEurope and MENA Cooperation

Advances in Information and Communication Technologies,

87-94. https://doi.org/10.1007/978-3-319-46568-5_9

Amala Jayanthi, M., & Elizabeth Shanthi, 1. (2020). Role of

educational data mining in student learming processes with

sentiment analysis: A survey. International Journal of

Knowledge and Systems Science, 11(4), 31-44. https://doi.org/10.

4018/1JKSS.2020100103

[9] Chakraborty, B., Chakma, K., & Mukherjee, A. (2016). A density-
based clustering algorithm and experiments on student datasets
with noises using Rough set theory. In 2016 IEEE International
Conference on Engineering and Technology, 431-436. https://
doi.org/10.1109/ICETECH.2016.7569290

[10] Eakasit, P. (2015). An introduction to data mining techniques.
China: Asia Publisher.

[11] Meghji, A. F., Mahoto, N. A., Unar, M. A., & Shaikh, M. A.

(2018). Analysis of student performance using EDM methods.

In 2018 5th International Multi-Topic ICT Conference, 1-7.

https://doi.org/10.1109/IMTIC.2018.8467226.

Hussain, S., Muhsin, Z. F., Salal, Y. K., Theodorou, P., Kurtoglu,

F., & Hazarika, G. C. (2019). Prediction model on student

performance based on internal assessment using deep learning.

International Journal of Emerging Technologies in Learning,

14(8), 4-22. https://doi.org/10.3991/ijet.v14i08.10001

[13] Kog, Y., Terzioglu, E. A., & Kayalar, F. (2018). Examination
of individual achievement motivation and general self-
efficacy of candidates entering into special talent exam in
physical education and sports sciences. Journal of Sports
and Performance Researches, 9(2), 64-73. https://doi.org/
10.17155/omuspd.356632

[14] Shahiri, A. M., Husain, W., & Rashid, N. A. (2015). A review on
predicting student’s performance using data mining techniques.
Procedia Computer Science, 72, 414-422. https://doi.org/10.
1016/j.procs.2015.12.157

[15] Erdem, C., Sentiirk, I., & Arslan, C. K. (2007). Factors affecting
grade point average of university students. The Empirical
Economics Letters, 6(5), 360-368.

[16] Kiu, C. C. (2018). Data mining analysis student’s academic
performance through exploration of student’s background and
social activities. In 2018 Fourth International Conference on
Advances in Computing, Communication & Automation, 1-5.
https://doi.org/10.1109/ICACCAF.2018.8776809

[17] Masood, M. F., Khan, A., Hussain, F., Shaukat, A., Zeb, B., &

Ullah, R. M. K. (2019). Towards the selection of best machine

learning model for student performance. In 2019 6th

International Conference on Soft Computing & Machine

Intelligence, 12-17. https://doi.org/10.1109/ISCMI47871.2019.

9004299

Yakubu, M. N., & Abubakar, A. M. (2022). Applying machine

learning approach to predict students’performance in higher

educational institutions. Kybernetes, 51(2), 916-934. https:/
doi.org/10.1108/K-12-2020-0865

—
N
=

[8

[}

[12

—

[18

—_

211


https://doi.org/10.18687/LACCEI2019.1.1.387
https://doi.org/10.18687/LACCEI2019.1.1.387
https://doi.org/10.1109/tla.2015.7350068
https://doi.org/10.1109/tla.2015.7350068
https://doi.org/10.47212/tendencias_vii_2019_14
https://doi.org/10.1007/978-3-319-46568-5_9
https://doi.org/10.4018/IJKSS.2020100103
https://doi.org/10.4018/IJKSS.2020100103
https://doi.org/10.1109/ICETECH.2016.7569290
https://doi.org/10.1109/ICETECH.2016.7569290
https://doi.org/10.1109/IMTIC.2018.8467226
https://doi.org/10.3991/ijet.v14i08.10001
https://doi.org/10.17155/omuspd.356632
https://doi.org/10.17155/omuspd.356632
https://doi.org/10.1016/j.procs.2015.12.157
https://doi.org/10.1016/j.procs.2015.12.157
https://doi.org/10.1109/ICACCAF.2018.8776809
https://doi.org/10.1109/ISCMI47871.2019.9004299
https://doi.org/10.1109/ISCMI47871.2019.9004299
https://doi.org/10.1108/K-12-2020-0865
https://doi.org/10.1108/K-12-2020-0865

Journal of Computational and Cognitive Engineering

Vol.3 Iss.2 2024

[19] Alturki, S., & Alturki, N. (2021). Using educational data mining to
predict students’ academic performance for applying early
interventions. Journal of Information Technology Education:
Innovations in Practice, 20, 121-137. https://doi.org/10.28945/4835

[20] Ahmed, A. B. E. D., & Elaraby, 1. S. (2014). Data mining: A

prediction for student’s performance using classification method.

World Journal of Computer Application and Technology, 2(2),

43-47. https://doi.org/10.13189/wjcat.2014.020203

Romero, C., & Ventura, S. (2013). Data mining in education. Wiley

Interdisciplinary Reviews: Data Mining and Knowledge

Discovery, 3(1), 12-27. https://doi.org/10.1002/widm.1075

[22] Banik, P., & Kumar, B. (2019). Impact of information literacy
skill on students’ academic performance in Bangladesh.
International Journal of European Studies, 3(1), 27-33.
https://doi.org/10.11648/j.ijes.20190301.15

[23] Vamshidharreddy, V. S., Saketh, A. S., & Gnanajeyaraman, R.
(2020). Student’s academic performance prediction using
machine learning approach. [Infernational Journal of
Advanced Science and Technology, 29(9), 6731-6737.

[24] Stankovi¢, N. L., Blagojevié, M. D., Papi¢, M. Z., & Karuovié,
D. (2021). Artificial neural network model for prediction of
students’ success in learning programming. Journal of
Scientific & Industrial Research, 80(3), 249-254. https://doi.
org/10.56042/jsir.v80i03.40377

—
[\
—_
—_—

212

(23]

[26

—_

[27]

[28]

Dhilipan, J., Vijayalakshmi, N., Suriya, S., & Christopher, A.
(2021). Prediction of students performance using machine
learning. IOP Conference Series: Materials Science and
Engineering, 1055(1), 012122. https://doi.org/10.1088/1757-
899X/1055/1/012122

Ofori, F., Maina, E., & Gitonga, R. (2020). Using machine
learning algorithms to predict students’ performance and
improve learning outcome: A literature-based review.
Journal of Information and Technology, 4(1), 33-55.

Shah, M. B., Kaistha, M., & Gupta, Y. (2019). Student
performance assessment and prediction using machine
learning. In 2019 4th International Conference on
Information Systems and Computer Networks, 386-390.
https://doi.org/10.1109/ISCON47742.2019.9036250

Zacharis, N. Z. (2016). Predicting student academic
performance in blended learning using artificial neural
networks. International Journal of Artificial Intelligence and
Applications, 7(5), 17-29. https://doi.org/10.5121/1JAIA.
2016.7502

How to Cite: Yauri, R. A., Suru, H. U., Afrifa, J., & Moses, H. G. (2024). A Machine
Leaning Approach in Predicting Student’s Academic Performance Using Artificial
Neural Network. Journal of Computational and Cognitive Engineering, 3(2),

203-212. https://doi.org/10.47852/bonviewJCCE3202470



https://doi.org/10.28945/4835
https://doi.org/10.13189/wjcat.2014.020203
https://doi.org/10.1002/widm.1075
https://doi.org/10.11648/j.ijes.20190301.15
https://doi.org/10.56042/jsir.v80i03.40377
https://doi.org/10.56042/jsir.v80i03.40377
https://doi.org/10.1088/1757-899X/1055/1/012122
https://doi.org/10.1088/1757-899X/1055/1/012122
https://doi.org/10.1109/ISCON47742.2019.9036250
https://doi.org/10.5121/IJAIA.2016.7502
https://doi.org/10.5121/IJAIA.2016.7502
https://doi.org/10.47852/bonviewJCCE3202470

	A Machine Leaning Approach in Predicting Student's Academic Performance Using Artificial Neural Network
	1. Introduction
	2. Review of Related Literature
	3. Methodology
	3.1. Study area
	3.2. Population
	3.3. Data collection process and sampling
	3.4. Dataset description

	4. Data Preparation
	5. Data Preprocessing
	6. Modeling and Experiment
	7. Model Prediction
	8. Discussion
	9. Conclusion
	10. Recommendations
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages true
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth 4
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (U.S. Web Coated \(SWOP\) v2)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


