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Abstract: Autonomous face emotion recognition (FER) with landmarks has become an important field of research for human–computer
interaction. A significant achievement has been achieved through deep learning algorithms in recent times. Recognizing faces can be done
using an end-to-end approach with deep learning techniques, which learns a mapping from raw pixels to the target label. In the field of
emotional classification, the research community has extensively utilized 98 and 68 facial landmarks. In particular, pre-trained convolutional
neural networks such as the residual network 50-layer network with the random sampler, Visual Geometry Group 16-layer network, and
MobileNet including their ensemble versions of deep learning models are popular among researchers due to their ability to handle complex
data. Researchers have mostly evaluated the model on a single dataset. A single dataset poses a challenge in developing a generalized model
capable of capturing the full versatility of emotions. The key challenge in the dataset is that a single emotion is represented in multiple
facial expressions with low-resolution images. This research study uses a combined dataset (CK+, KDEF, and FER-2013), which is more
challenging than a single dataset. This research study offers a comprehensive analysis involving 68 and 98 landmarks with different FER
deep models, examining how landmarking and different network architectures contribute to emotion recognition accuracy. This research
study also considers the overfitting and class imbalance of the proposed ensemble model, which improves its performance by batch-wise
feature extraction. Results show 78% accuracy with 98 landmarks and 75% with 68 landmarks. Overall, the model significantly reduces
the gap between training and testing accuracy for both single and combined datasets.
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1. Introduction

Given the ever-closer connection between people, compre-
hension of human feelings is essential in many areas, including
computer–human communication, health care, advertisement, and
show business. Real-time sentiment analysis is a key enabler for
empathic and responsive technologies. One of the most effec-
tive approaches for this purpose entails using facial landmarks for
emotion detection. For a time, the capacity of the human face to
artistically convey the deepest emotions has been recognized. Even
small movements in muscles can reveal a wealth of information
about someone’s feelings, ranging from surprise and excitement to
anger and despair. The study presented focuses on human emo-
tion recognition through facial landmarks. This work focuses on
the underlying techniques that enable researchers to better under-
stand emotions and equip technology with the capability to interact
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with people on a more personal level. From the expressions on
someone’s face, their mental state can be understood. This knowl-
edge finds use in such domains as psychology, marketing, and
human–computer interaction (HCI) [1]. A given method that looks
promising includes analyzing landmarks that are distinctive body
points in each individual. In turn, this helps to better understand the
feelings of the individual. These landmarks, located near the corners
of the eyes, nose, and mouth, offer useful hints on facial expres-
sions and emotions [2]. The main analytical difference lies in the
complete comparison of the effectiveness of facial markers 68 and
98 in emotion recognition. There is still a lot of scope in research on
how increasing landmark granularity affects model accuracy under
different conditions, especially on single and combined datasets.

In addition, with the rapid progress of technology, there has
been an abundance of high-quality cameras and improved comput-
ing capabilities, resulting in immense progress in face recognition
research. Though more research into machine learning techniques
is still required, the interest in dynamic models is rising, as these
models move away from static, pre-recorded dialogue toward online
systems that are sensitive to the subtleties of the user response.
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For that reason, new expressions and algorithms have been intro-
duced, which have the potential to recognize the unique facial traits
in different manners of human emotions. However, the trip is just
beginning in this challenging and complex task. The challenges
include better granulation of emotion categorization, adaptability to
diverse cultural expressions, and real-time processing optimization
[3]. Similarly, issues related to privacy and prejudice are impor-
tant when employing such technologies that become ever more
widespread. Datasets in face emotion recognition (FER) can intro-
duce biases due to the underrepresentation of certain demographics
or imbalanced emotional categories. Such biases may result in mod-
els that perform inconsistently across diverse populations or fail
to generalize effectively. These biases can be mitigated by using
ensemble models, augmentation techniques, and the use of diverse
datasets; hence, we have used the combined dataset approach. The
major contributions to this research study, crafted by considering
the above challenges in a real-time scenario, are as follows: (1)
Developed a robust methodology ensemble deep learning frame-
work to identify emotions with low-resolution images. (2) Adapted
and compared the crucial steps of 68 and 98 landmarks for facial
emotion recognition. (3) Utilized state-of-the-art tools by enabling
various deep learning frameworks for facial emotion recognition.

The article is organized as follows. In the first section, the Intro-
duction consists of a statement of purpose and objectives with the
research gap. In the second section, the background work includes
related work and a summary of the literature review. The third
section on methodology includes the methods used and a detailed
discussion of the dataset and its experimental parameters. The fourth
result section includes experimental results and discussion, followed
by the fifth section as the conclusion and future scope.

2. Background Work

Key features of the face, called facial markers, are used to
convey emotions and to recognize and to evaluate facial expres-
sions. By facilitating the extraction of important features from
facial images, these landmarks improve the accuracy of emotion
recognition algorithms. Many existing models and techniques have
been established to identify and use these markers effectively.
This review covers the major contributions in this field, focus-
ing on works published in the last decade. In the literature, it
has been identified that face detection, landmark localization, and
pose estimation are distinct methodological frameworks that have
been implemented. The unified tree-structured models for land-
mark localization, face detection, and pose estimation are framed
to address the global mixtures in a viewpoint topological capture,
and facial landmarks in every part achieved an improved result in
FER. Gao et al. [4] introduce an ensemble approach that enhances
facial landmark detection, especially in challenging conditions like
extreme angles and heavy occlusions. Tests on complex datasets like
Menpo and Caltech Occluded Faces in the Wild show that the pro-
posedmethod improves accuracy and performswell even in difficult
scenarios. The work suggested the potential gap between academic
and commercial research due to the unavailability of vast, diverse
datasets. Du et al. [5] present a lightweight and fast facial land-
mark detection model based on an improved YOLOv5n with an
attention mechanism, enhancing accuracy and speed. Deployed on
a Jetson Nano, the model effectively identifies key facial points in
real time, achieving high recall and accuracy rates that make it suit-
able for edge devices. Teoh et al. [6] explore the design of a face
recognition system using deep learning with OpenCV in Python,
highlighting its reliability and high accuracy. The system effectively
identifies individuals based on facial features, making it secure and

practical for applications like phone unlocking, security, and
criminal identification. Experimental results support the system’s
accuracy and robustness. However, the effectiveness of the pro-
posedmethod needs to be tested on combined datasets. The 68-point
visage model from the dlib library was released in 2009 [7] and
quickly gained popularity as a standard in the industry. This model
provided a reliable tool for the FER task due to its accuracy in critical
areas around the mouth, nose, eyes, and chin. Vachmanus et al. [8]
proposed a deep alignment network where a set of regression trees is
used to solve the problem of angle disturbances and angle changes.
Their method performed well when it came to identifying markers
with different shapes and partial curvatures. However, new strate-
gies need to be investigated for the variability of datasets. LRR-Net
is used to optimize deep learning models [9]. Wider Facial Land-
marks in-the-wild (WFLW) dataset—which had a 98-point facial
landmark model—was provided by Wu et al. [10]. The capabilities
of the FER system were enhanced by adding additional points that
provided an extended sample, which helped capture more tiny facial
expressions. The authors discussed the challenge that few facial
expressions cannot be categorized as unique emotions, which leads
to increased misclassification. The work of Mollahosseini et al. [11]
examined the recognition of multiple emotions by mixing facial
features with physical and auditory cues. This holistic approach
improved the accuracy of emotion recognition systems. However,
the generalization of such an approach can be a challenge.

Bulat et al. [12] proposed an Adversarial Graph Representation
Adaptation framework with a residual network 50-layer network
(ResNet50) as the backbone. The author has developed a real-time
facial mark recognition system, adapting the model for live applica-
tions and enhancing its suitability for communication systems and
real-time monitoring. The proposed method’s effectiveness needs to
be tested on combined datasets. A lightweight facial mark recog-
nition model intended for mobile devices was presented by Chen
et al. [13]. Their work has enabled better emotion recognition for
portable devices by addressing the computational limitations of
mobile platforms. However, extensive research is needed to detect
emotions correctly in pose-invariant cases. Starting in 2022, the
work presented by Gao et al. [14] included approaches to improv-
ing the recognition of facial symbols. The approach enhanced the
artist’s ability to focus on relevant facial regions, thus increasing
perceptual accuracy and marker recognition. However, the robust-
ness of the model needs to be validated on variable and combined
datasets. Facial expression recognition has improved greatly due to
the development of facial landmark recognition techniques. From
simple geometric techniques to complex deep learning models, each
advance has addressed a specific issue and increased the flexibil-
ity and accuracy of emotion recognition in general. Subsequent
research is expected to further develop these models by increasing
their performance for real-time processing on data-rich platforms.
The AffectNet dataset, a massive resource for education emotion
detection algorithms, has been provided by Ahmed et al. [15]. They
gave an instance of the way facial landmarks may increase accuracy.

It is observed that most studies widely use smoothing, filters,
and dimensionality reduction techniques such as principal compo-
nent analysis, optical flow, and local binary pattern for FER. The
issue of resolving the complexity related to pose variants/uncon-
trolled environments in FER is difficult and leads to a lack of
accuracy in conventional FER systems [16]. Facial localization is
one of the techniques that can be included in which it uses land-
marks, and extraction will be more effective on fiducial features
such as the eyebrows, lips, nose, and eyes. Adapting traditional
detection methods for corners and edges, which can be evalu-
ated using Euclidean distance, will enable the generation of new
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features. These newly generated feature vectors can be trainedwith a
multilayer perceptron network to classify the inherent nature of face
expressions [17]. Achieving the improved classification result in
the limited computed environment for FER, especially in real-time
vision systems, required a lightweight convolutional neural net-
work (CNN). Multi-task cascaded neural networks bring the facial
coordinates to the classification model to detect various facial fea-
tures, which also require fewer memory resources [18]. Another
approach to detecting real-time streaming FER by enabling transfer
learning in CNN, especially on the fully connected layers, shows
significant improvement in accuracy [19]. In Ghimire and Lee [20],
researchers proposed a bagging ensemble with a histogram of orien-
tation gradient feature extraction for FER. Models have been tested
on the Extended Cohn-Kanade (CK+) and Japanese female facial
expression (JAFFE) datasets individually. Results show significant
improvement; however, the robustness of the model needs to be
tested on a combined dataset.

Recent advancements in landmark detection for FER uncover
potential opportunities and benefits as the industry unveils differ-
ent applications. Face landmarks have gained popularity due to their
significant role in healthcare and biomedical applications, facial
recognition, facial expression analysis, driver monitoring systems,
augmented reality and virtual reality applications, etc. In particular,
video-based assessment of Parkinson’s disease with facial land-
marks has a great health analysis impact. Significant challenges
in landmark detection occur in unconstrained environments, such
as occlusion, lighting conditions, backgrounds, and varying poses
[21, 22]. From the study, a potential research gap identified is the
poor performance of FERmodels due to uncontrolled environmental
factors, such as lighting conditions, camera angles, and occlusions.
Landmarks play a crucial role in improving FER accuracy, typi-
cally using 68 or 98 key points. FER is an essential component of
HCI, and it aims at enabling machines to perceive the emotional
states felt by humans. Although various models have been pro-
posed using machine learning or deep learning, few studies have
developed the method of fusing multiple datasets to improve FER
performance. In this research paper, we looked at the performance
of concatenating a pair of datasets for better results in FER. Even
if different datasets have their unique features and biases, the result
of combining multiple ones is a more complete training resource.

Such fusion can help to avoid overfitting and enhance the gener-
alization ability of FER models. This could include using datasets
with diverse lighting conditions, ethnic backgrounds, and emotional
expressions, which would give more robustness to the models in
real-world applications.

3. Methodology

Despite progress, FER systems often miss subtle facial emo-
tions [23]. Existing techniques struggle with real-world challenges
like lighting changes and occlusions. They also have difficulty
with varying facial features, especially less obvious emotions.
Traditional models—which use 68-point landmarks—lack the gran-
ularity that is needed for accurate emotion recognition. This gap is
addressed by advanced 98-point markers integrated with state-of-
the-art deep learning algorithms such as ResNet50, Visual Geometry
Group 16-layer network (VGG16), and MobileNet and optimized
using ensemble methods and hyperparameter tweaking. These
methods not only increase detection accuracy in the combined
dataset but also provide a more robust and generalizable model. It
can work reliably in many situations.

3.1. Proposed framework

The acquisition of input data, including images from several
facial expression datasets such as CK+, Karolinska Directed Emo-
tional Faces (KDEF), and FER-2013, is the first step in the proposed
procedure. The facial expressions of the datasets of these types
are important for accurate emotion recognition. Pre-processing is
applied to the images before models are employed. This includes
“normalization,” which is the process of bringing pixel values
into a specified range. Rescaling is used to achieve normaliza-
tion. Additionally, “resizing” ensures that each image has the same
dimensions. Figure 1 illustrates the steps involved in the framework.

Facial Landmarks: Facial landmarks, which are extraordinary
features of the face, are now a critical element of emotion recogni-
tion structures. These locations act as fulcrums for the monitoring
and evaluation of facial expressions. Figure 2(a) [24] and (b) [10]
depict noteworthy contributions in this area. After pre-processing
images, the next important step is marker recognition. It uses marker

Figure 1
Block diagram of the proposed methodology framework
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Figure 2
(a) 68 landmark positions and (b) 98 landmark positions

recognition techniques to identify important points in the face. There
are two main types: (1) The 68-Point dlib: This model displays 68
points on the face to capture key features such as the mouth, nose,
eyes, eyebrows, and jaw. (2) The 98-point WFLW: This model pro-
vides a robust map with 98 points, which facilitates fine-grained
feature extraction and improves comment recognition.

After identifying key points on the face, the system collects rel-
evant attributes and assigns them to multiple deep learning models.
These examples include CNN, which can extract facial features like
the shape and angles of the nose, eyes, lips, and cheeks during differ-
ent expressions from images. ResNet50 is a residual network with
a deep architecture that facilitates the learning of complex models.
VGG16 has a 16-layer deep mesh well known for its straight-
forward and efficient image classification applications. MobileNet
is lightweight graphics designed for mobile-edge devices to bal-
ance accuracy and performance. By using the combined data, each
model is trained to predict the emotions associated with the retrieved
attributes. To reduce the loss function and increase the prediction
accuracy, the models iterate over the data during the training pro-
cess, which spans multiple periods. The performance of each model
is optimized by hyperparameter adjustment.

The framework uses a group approach to exploit the unique
potential of each sample. It combines the results of CNN, ResNet50,
VGG16, and MobileNet models. They can be used in various ways.
For example, weighted averaging combines predictions from each
model, assigning weights based on their performance to reach the
final prediction, while majority voting is the decision model’s final
output, which is the most shared prediction among all models. The
ensemble model is further optimized using optimization techniques
such as cross-validation and hyperparameter tweaking to ensure
high accuracy and smoothness. The classification of emotions based

on the results of the group model is the final stage of the process.
The detected facial markers and their corresponding characteris-
tics are divided into several emotion categories such as surprise,
happiness, sadness, and anger, after which the results are shown.
The performance metrics are used for each model, which include
accuracy, precision, recall, and F1-score. Confusion mMatrix and
accuracy-loss graphs are used to compare model performance, and
their visualization shown in tables and graphs played a role in the
study.

3.1.1. Dataset description
CK+: Cohn-Kanade extended (CK+) dataset contains 920 indi-

vidual facial expressions. Data has already been reshaped to
48 × 48 pixels, in grayscale format, and face cropped using
haarcascade frontal face default. It is an open-source dataset [25].

KDEF: KDEF dataset reshaped into 512 × 512 super-
resolution and colorized. It is an open-source dataset. It contains
4900 images [26].

FER-2013: This dataset consists of grayscale images of faces
in 48 × 48 pixels. One of the seven categories best describes the
emotion shown in the facial expression [27].

The combined data is shown in Table 1. By combining data
from images of varying resolutions, a more versatile model can
be trained. Such a model is capable of handling a wider range of
inputs. This approach not only enables the training of more gener-
alized models but also allows for a more diverse dataset, enhancing

Table 1
Training and testing dataset

Class labels Emotion Train Test Sample images

0 Anger 4325 400

1 Contempt 112 18

2 Disgust 682 113

3 Fear 2961 493

4 Happiness 8048 1001

5 Neutrality 4348 724

6 Sadness 4803 600

7 Surprise 3727 499
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the overall robustness and adaptability of the models. The combina-
tion of CK+, KDEF, and FER-2013 provides a robust and scalable
dataset that can greatly improve the construction and evaluation of
facial expression recognition systems.

Each dataset has advantages and disadvantages. For exam-
ple, KDEF provides different faces, CK+ provides more detailed
sequences, and FER-2013 has a larger sample size. Their combi-
nation assures a thorough examination of all emotions and their
differences. Such a combined dataset is more robust and reflects
real-world conditions due to facial expressions, locations, lighting
conditions, and the increased number of subjects.

3.2. Architectural design

CNN: CNNs are often used for complex applications such as
object detection [28], face mask detection [29], and facial land-
mark detection [30, 31]. The network can process facial images or
landmarks to identify spatial patterns and features, making them
essential for accurately locating key points on a face. In this model,
the input image size is 64, and the ReLu activation function is used
along with the size of 32 filters in every layer. There are four lay-
ers of convolutional and max pooling to filter the features. It is a
categorical-based model, for loss count categorical cross entropy is
used with an “Adam” optimizer.

ResNet50: This model is deeply connected, and 50 layers are
there in the model so that the model can be trained in many stages.
Its architecture gives a more precise result than simple neural net-
work models. The reason behind this is 50 layers of big architecture.
“Adam” optimizer is used for optimization and categorical cross
entropy is used to show loss because there are multiple classes for

classification. Figure 3 [30] represents the basic architecture of the
ResNet50 model. The weighted random sampler algorithm is a tech-
nique used for handling imbalanced datasets during the training of
the ResNet50 model. It is more effective when dealing with datasets
where certain classes are underrepresented. The weighted random
sampler assigns different weights to each sample in the dataset,
influencing the probability of each sample being selected during the
training process. The weighted random sampler is a valuable tool
for addressing class imbalance during training. It helps prevent the
model from being biased toward the majority class by ensuring that
the model sees a balanced representation of all classes throughout
the training process.

VGG 16: The pre-trained weights for VGG16 on large image
datasets (like ImageNet) are available, enabling transfer learning
for various computer vision tasks. VGG16 has a relatively large
number of parameters, making it computationally expensive and
memory-intensive. The extensive use of small convolutional fil-
ters contributes to the higher number of parameters. VGG16 has a
relatively large number of parameters, making it computationally
expensive and memory-intensive. Figure 4 [31] indicates the basic
architectural model of the VGG16.

MobileNet: MobileNet uses a specific type of convolutional
layer called depth-wise separable convolutions to reduce compu-
tational complexity. Depth-wise separable convolutions consist of
two steps: depth-wise convolutions, which filter the input channels
separately, and pointwise convolutions, which combine the outputs
from the depth-wise step using 1× 1 convolutions. This architecture
significantly reduces the number of parameters and computations
compared to traditional convolutional layers. MobileNet is com-
monly used for tasks like image classification, object detection, and

Figure 3
The basic architecture of ResNet 50 model
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Figure 4
The basic architecture of VGG16 model

image segmentation in scenarios where computational resources are
limited. Table 2 represents the implementation details of the deep
learning models.

Proposed ensemble ResNet50 and VGG16: An ensemble
method is a machine learning technique that combines the predic-
tions of multiple individual models to improve overall performance,
especially when the individual models are diverse and complemen-
tary to each other. Instead of relying on a single model, ensemble
methods leverage the diversity of multiple models to make more
accurate predictions. Figure 5 indicates the architectural represen-
tation of the ensemble model. An optimized ensemble method has
been proposed for face emotion detection using 68 and 98 facial
landmarks. To combine the ResNet50 and VGG16 models, fine-
tuning was applied to each model, along with techniques such as
data augmentation, weighted random sampling, and hyperparame-
ter tuning. These methods enhanced the ensemble’s accuracy and
robustness in recognizing emotions by gradient boosting. Train-
ing and testing accuracy were the primary parameters in these
experiments.

The data has been split into training and testing subsets.
After normalization, deep models were employed. CNN, ResNet50,
VGG16,MobileNet, Ensemble of VGG16, and ResNet50 have been
employed on the combined datasets. A total of 50 epochs are set
for all models in the training and testing phase and accuracy is
observed. In the study, if the accuracy remains constant across con-
secutive iterations, then the early stopping method is implemented.
The parameters like batch size, image input size, accuracy, and num-
ber of epochs are tuned to get the best accuracy for the employed
models. The models are compared and evaluated to justify the
necessity of this proposed model.

4. Results and Discussion

Although all the models performed well, hyperparameter opti-
mization of VGG16 and ResNet50 ensembles yielded the highest
accuracy in the dataset. Standard CNN and MobileNet achieved
good baseline results but were outperformed by deeper models
such as ResNet50 and VGG16. The random sampler employed
in ResNet50 had better handling of class imbalance, although it
was surpassed by the optimized ensemble, which demonstrated the
advantages of mixing different models and further tuning them to
make robust detection of emotions in human faces.

Table 3 represents the results of training and testing accuracy
on 68 landmarks and 98 landmarks in the combined dataset. These
observations indicate that the 68 landmarks model was weaker than
98 landmarks. The difference between the performance of 68 and 98
landmarks was marginal in this study as combined datasets consist
of low-resolution, gray, and colored images. The MobileNet model
achieved training and testing accuracy of 72% and 61%, which
contains a minimal architecture where computational resources are
limited, so it cannot be considered for an uncontrolled environ-
ment. VGG16 and ResNet50 demonstrate better performance when
compared with the CNNmodel. The proposed ensemble model out-
performed in the testing environment when compared to all other
models. When the performance of the ResNet50 is observed, it
is found that the training and testing accuracy deviates by ~20%.
Hence, the proposed ensemble model is tested and observed that
the deviation in accuracy has been reduced to ~10%, which indi-
cates that it can perform better in an uncontrolled environment.
Table 4 represents the performance of the ensemble model on sin-
gle and combined datasets. It is observed that the ensemble model

Table 2
Summary of deep learning model implementation

Implementation details CNN ResNet50 VGG16 MobileNet
Convolutional Layers 5 layers with different

filter sizes (32, 64) and
“Sigmoid/Softmax”
activation

48 layers with differ-
ent filter sizes (32,
64, 128, 256) and
“Sigmoid/Softmax”
activation

13 layers with differ-
ent filter sizes (32,
64, 128, 256) and
“Sigmoid/Softmax”
activation

10 layers with differ-
ent filter sizes (16,
32, 64) and “Sig-
moid/Softmax”
activation

Pooling Layer 3 Max pooling layer 1 Max pooling layer 5 Max pooling layers 1 Global Avg pooling
layer

Flatten Layer NA NA 1 1
Dense Layer Fully connected with Dense Layers with 256 units 3 with 256 units 1 with 1024 units
Loss Function Categorical cross entropy for all models
Batch Size 32 32 64 128
Optimizer ADAM for all models
Steps per epoch 907 907 363 226
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Figure 5
Ensemble method of VGG16 and ResNet50 proposed block diagram

Table 3
Training and testing accuracy for 68 and 98 landmarks on combined dataset

Model 68 landmarks 98 landmarks
Training accuracy Testing accuracy Training accuracy Testing accuracy

CNN 55% 65% 50% 63%
ResNet50 85% 64% 82% 64%
VGG16 70% 62% 73% 63%
MobileNet 73% 60% 72% 61%
Ensemble 75% 66% 78% 67%

performed significantly well compared to other models, especially
with the FER-2013 and KDEF datasets although the datasets are
imbalanced. The individual results of the FER-2013 and KDEF
imbalance datasets show that it affects the performance of the
combined dataset compared to the individual Ck+ dataset.

Table 4
Results ensemble model with the single and combined dataset

Dataset 98 landmarks
Training accuracy Testing accuracy

Ck+ 89.78% 89.15%
FER- 2013 41.75% 44.56%
KDEF 62.7 % 65.3%
KDEF + FER-
2013 + CK+

78% 67%

Table 5 shows the comparison of published research studies in
which the models are tested on a single dataset. Khan [17] demon-
strates that training and testing accuracy deviates by more than
~40% in the CNN model on the FER-2013 dataset. The proposed
work exhibits only up to 10% variation in the training and testing
phase, suggesting a stable model. Duncan et al. [19] indicate that the
ensemble model demonstrates significant performance on individ-
ual datasets. These observations also demonstrate that single data
can work well, but there is a lack of data diversity, so generalization
is a necessity for open-use cases. It has been observed that differ-
ent techniques applied to the same dataset often result in varying
accuracy. To address this, combining the datasets approach with an
ensemble method is employed. This approach helps to create a more
generalized model that can adapt to different environments, such
as lighting conditions, and facial features, ensuring more accurate
detection results.

Table 6 shows that landmarks play a significant role in facial
emotion recognition.When fewer landmarks are usedwith an imbal-
anced dataset, the individual performance for classes such as anger,
contempt, disgust, and neutrality shows poor accuracy. However,
by increasing the number of landmarks to 98, the results improve as
the precise points on the face model extract more accurate features,
leading to better outcomes. Figures 6 and 7 represent the confusion
matrix for the ensemble model using 68 and 98 landmarks. It can be
observed that a few emotions such as happiness, neutrality, sadness,
and surprise have more chances to misclassify among themselves
than other emotions. This suggests that more landmarks need to be
explored to classify such emotions.

Table 6 shows improvements in classes 1, 2, 4, and 5 due to the
transition of 68 and 98 landmarks, especially with evaluation param-
eters precision and recall. Table 7 shows the ablation analysis. The
proposed model benefits due to an increase in the landmarks, but
there is a negative impact on classes 3 and 5. This may occur due
to model complexity or overfitting. Finally, it is observed that 98
landmarks may introduce additional computational complexity,
which leads to a slow training process, but the improvements in
precision and recall trade-offs are justified.

In summary, the combined dataset has more complexity than
any single dataset in the tested environment. Comparative anal-
ysis underscores the importance of addressing class imbalances
for improved model performance, especially in the context of
ResNet50. The weighted random sampling approach appears bene-
ficial, but its impact on overfitting should be carefully managed for
optimal results in real-world applications. Based on the presented
results, the choice between models depends on the specific require-
ments and constraints of the application. The CNN model, although
less complex, exhibits lower overall accuracy, suggesting a trade-
off between model complexity and performance. When a validation
image was given to the trained model, true positives were achieved
for both 68 and 98 landmarks. However, when given to individ-
ual models like CNN, MobileNet, and ResNet50, some failed to
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Table 5
Comparison of training and testing accuracy for 68 and 98 landmarks with published work

Ref no Dataset Model Training accuracy Testing accuracy
[1] CK+ Fuzzy logic approach 83.2% 71.5%
[3] AffectNet CNN 69.3% –
[18] FER-2013 CNN, ResNet50 CNN 99.70%, ResNet50

98.87%
CNN 58.90%, ResNet50
57.48%

[20] CK+, JAFFE Ensemble learning model (ELM)
bagging ensemble

– CK+ (97.3%), JAFFE
(94.37%)

Proposed
work

KDEF + FER 2013
+ CK+

Ensemble (with hyperparameter
tuning)

75% (with 68 landmarks),
78% (with 98 landmarks)

66% (with 68 landmarks),
67% (with 98 landmarks)

Table 6
Classification report of ensemble method for 68 and 98 landmarks

68 landmarks 98 landmarks
Class Precision Recall F1-sore Precision Recall F1-sore
0 0.35 0.24 0.28 0.55 0.62 0.58
1 0.00 0.00 0.00 1.00 0.17 0.29
2 0.19 0.63 0.30 0.83 0.59 0.69
3 0.64 0.02 0.04 0.63 0.35 0.45
4 0.52 0.75 0.62 0.75 0.93 0.83
5 0.36 0.67 0.47 0.67 0.54 0.60
6 0.82 0.05 0.09 0.60 0.62 0.61
7 0.66 0.50 0.57 0.68 0.80 0.74

Table 7
Ablation study analysis for proposed model with 68 and 98 landmarks for FER dataset

Study component 68 landmarks 98 landmarks Difference/impact
Model Architecture Proposed model with 68 landmarks for

FER
Proposed model with 98
landmarks for FER

Additional landmarks led to
higher granularity

Data Pre-processing Standard face alignment steps Standard alignment + 98
landmark adjustments

Minimal impact on
pre-processing complexity

Precision (Average) 0.44 0.72 +0.28 (98 landmarks sig-
nificantly improved
precision)

Recall (Average) 0.36 0.58 +0.22 (better detection of
expressions)

F1-Score (Average) 0.3 0.6 +0.30 (overall balanced
performance improvement)

Training Time Lower due to fewer features Slightly higher with 98
landmarks

Training time increased slightly
but was acceptable, given the
performance boost

Inference Efficiency Faster due to fewer features Marginally slower with more
landmarks

Impact manageable compared to
accuracy gains
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Figure 6
Confusion matrix of ensemble model of 68 landmarks

predict true values. The experimental study of comparative analysis
shows that the proposed ensemble model with other models includ-
ing CNN, ResNet50, VGG16, and MobileNet demonstrates better
performance.

FER powered by an ensemble model can significantly improve
HCI. They can provide valuable insights to therapists or serve
as tools in self-monitoring apps, contributing to timely interven-
tions and personalized mental health care. By analyzing customers’
facial expressions during interactions, businesses can refine product
placement, marketing strategies, and customer service approaches.

For online courses, emotion-aware systems can provide feedback
to instructors about learner focus and emotional states, enhancing
learning outcomes. Ensemble models can improve the accuracy and
reliability of such systems, reducing false positives and enhancing
public safety. In the entertainment industry, such models can be
useful for video games and interactive media that can adjust sto-
rylines or difficulty levels based on players’ emotional feedback.
Such systems can also provide insights for human resource policies
and strategies to enhance productivity by identifying stress levels
and job satisfaction. While the societal benefits of emotion recogni-
tion are significant, it also raises ethical concerns regarding privacy,
consent, and potential misuse. Industries deploying these systems
must adopt strict regulations, transparency, and opt-in mechanisms
to ensure that individuals rights are respected.

5. Conclusion

This research study used 68 and 98 landmarks to investigate
the use of different deep learning architectures for FER. These
models include VGG16, ResNet50, MobileNet, CNN, and pro-
posed ensemble models. The objective of the study was to build
a robust and comprehensive model that can reliably identify facial
expressions in uncontrolled environments using aggregated datasets
from CK+, KDEF, and FER-2013. Model performance was fur-
ther enhanced by the inclusion of hyperparameter tweaking, which
ensured that each architecture was set to deliver maximum results
on these datasets. The results show that compared to a single model,
grouping methods—in particular, the combination of VGG16 and
ResNet50—significantly increase the accuracy and reliability of
emotion recognition. Combining the advantages of both proposals,
the ensemble method captures finer spatial information and bet-
ter handles complex interactions. The study also highlighted the
importance of datasets for robust emotion recognition algorithms.

Figure 7
Confusion matrix of ensemble model of 98 landmarks
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The scope of future work includes several directions for con-
tinued learning and improvement. To improve the model’s ability,
key attributes that are important for emotion recognition need to be
focused on in the future. Transformer-based topologies and sophis-
ticated conceptual techniques can be added. To further improve the
performance of the imbalance dataset, the generative AI approaches
can be incorporated in the future. The dataset can be expanded to
include more diverse real-world scenarios, such as dynamic expres-
sions, and changing environmental conditions. Combining more
information—for example, facial expressions, voice, and physiolog-
ical signals—is needed to develop detailed and accurate perceptual
recognition systems. Tiny U-NET in larger U-NET facilitates rep-
resentation learning for multilevel and multiscale objects developed
for infrared object detection. This may be incorporated in the future
to extract fine-grained information on subtle features of facial
regions.
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