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Abstract: The widespread use of social media has brought many challenges, mainly due to a misconstrued interpretation of the right to
freedom of expression. Cyberbullying is a particularly noteworthy issue with far-reaching global implications for both its victims and the
wider community. It takes the form of bullying that happens on several social media websites. This paper’s goal is to develop a deep learning
model capable of recognizing cases of cyberbullying on social media. Fourmodels, such as bidirectional long short-termmemory (BiLSTM),
convolutional neural network with bidirectional long short-termmemory (CNN-BiLSTM), bidirectional long short-termmemory with gated
recurrent unit (BiLSTM-GRU), and artificial neural network (ANN), will be evaluated in a multiclass classification difficulty context.
The results showed that the BiLSTM model outperformed the other models by achieving the highest accuracy in 91% of cases, while the
CNN-BiLSTM and ANN models demonstrated relatively lower performance. In addition to determining the efficacy of the deep learning
techniques, the work highlights the urgent requirement for strong systems to resist cyberbullying. By enhancing detection accuracy, the
proposed model can contribute significantly to providing a safer digital environment for further studies in this field.
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Introduction

Social media has become part and parcel of our lives, pro-
viding continuous communication and entertainment. It, however,
poses some unique challenges, one of which is antisocial behavior
like cyberbullying, stalking, and harassment. Hostile behavior may
be physical, verbal, or even social bullying. This might negatively
affect the mental health of a person [1]. On the other hand, cyberbul-
lying is bullying on computers, cell phones, and tablets, usually on
message boards or online discussion forums, and is targeted toward
young people who happen to be weak due to immature life experi-
ences and evolving social skills [2]. It may even result in a lack of
self-esteem, thoughts of suicide, and emotional reactions like anger,
anxiety, frustration, and despair among the victims. In the modern
world, the lack of parental vigilance over children’s misbehaving
might result in cyberbullying [3].

This can include emailing or posting rumors, uploading embar-
rassing videos or photos, and posting derogatory or threatening
messages. Since cyberbullying does not require one to make direct
contact with the target of bullying, it has become widespread
[4]. Therefore, efficient detection and prevention methods must
be developed to combat cyberbullying. A machine learning (ML)
algorithm is beneficial in learning the trends to detect cases of cyber-
bullyingmore effectively and efficiently than when beingmonitored
by human beings [5]. The detection and prevention of cyberbullying
is difficult because of its nature of occurrence in digital form [6]. The
need for early detection of such an act stems from the need to provide
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instant prevention and aid to the victim. Traditional methodologies
like manual monitoring are ineffective because of the hugeness of
the volumes of data on social media. Primarily, the research focused
on developing patterns for ML models capable of cyberbullying
detection in online content [7, 8]. An explosive increase in the use
of social media has brought about a pervasive problem of cyber-
bullying that profoundly affects the mental and emotional state of
individuals. The usual targets of this offense are young individuals
who repeatedly undergo emotional suffering, social isolation, and
physical harm. Their vulnerability to cyberbullying is high because
they have not experienced much in life, and their social skills are
still growing.

The main challenge in handling the issue of cyberbullying
is basically because of the nature of cyberbullying being online,
therefore posing a problem in terms of detection and prevention
[9, 10]. In other words, there must be more emphasis on the need
for real-time cyberbullying detection, enabling effective remedial
intervention and support to be meted out in time. Generally, the
conventional way to detect cyberbullying includes tiresome and
ineffective manual monitoring. The methods need to be revised
with the massive volume of data about social media and their rapid
interaction. Automated mechanisms that efficiently and effectively
analyze remarkable quantities of data on social media are urgently
required to detect cases of cyberbullying in real time.

This work proposes a new detection system to deal with the
current problem. The approach taken by ML algorithms is that it
must be possible to build a model that can learn from data to predict
specific outcomes or, rather, to make a decision without modeling
the process to accomplish this task and carry out the task itself. Such
models should be trained to extract the usual manifestation patterns
of cyberbullying from live web content, resulting in an approach that
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is more scalable, efficient, and immediate in thwarting the offense of
cyberbullying. The primary aim is to implementMLmodels that can
detect potential cyberbullying incidents effectively and notify con-
cerned authorities or platforms for immediate intervention, thereby
minimizing the harm caused to individuals.

The remaining part of this paper has been organized as fol-
lows: Section 2 lists the related work, Section 3 describes the
proposed methodology, Section 4 outlines the experimental results,
and finally, Section 5 concludes the paper.

2. Literature Review

Cheng et al. [11] proposed a system for the detection of cyber-
bullying. They proposed proof of bias in models trained using
sessions gathered from different social media, like Instagram. Their
proposed strategy applied a reinforcement learning approach that
would ensure the debiasing of the model in a context-aware and
model-agnostic way. This strategy did not need any extra resources
or annotations except for a predefined set of sensitive triggers usu-
ally used for recognizing instances of cyberbullying. Empirical
evaluations have demonstrated that the proposed strategy is very
effective in mitigating the effects of unintended bias while enhanc-
ing detection performance. However, this system needs to decrease
time consumption.

Kumar and Sachdeva [12] proposed a complex neural network
architecture for detecting cyberbullying over three kinds of social
data: text, images, and infographics, which refers to text combined
with images. The CapsNet–ConvNet architecture is an end-to-
end design that merges the capsule network deep neural network,
CapsNet, for dynamic routing to predict textual bullying content
with the convolution neural network, and ConvNet, for predicting
visual bullying content. The information is segregated inside the
graphics using Google Lens as a feature of the Google Photos app
to separate text from the image. Additionally, a perceptron-based
decision-level late fusion strategy is used in multimodal learning to
dynamically fuse predictions from discrete modalities and generate
the final classification of bullying or non-bullying. The experimen-
tal evaluation of the proposedmodel was conducted on amultimodal
dataset of 10,000 comments and posts extracted from YouTube,
Instagram, and Twitter. Results highlight excellent performance
with an achieved area under the receiver operating characteristic
curve (AUC-ROC) of 0.98. However, the system needs to improve
performance to detect malicious attacks.

Hooda et al. [13] presented a detection system of offen-
sive comments for textual data using ML. Social media is vital
to contemporary life, enabling global connectivity and facili-
tating communication with individuals worldwide. Social media
allows for disseminating and propagating information, thoughts, and
ideas. However, similar to any other technological advancement,
it impacts individuals, either positively or negatively. They have
transformed into a medium for disseminating animosity, derogatory
remarks, and online harassment. Cyberbullying encompasses the
phenomenon of bullying conducted via digital mediums, including
but not limited to social media platforms, messaging applications,
online gaming platforms, and mobile communication devices. The
detection system aims to identify offensive comments within textual
data. The dataset, comprising 35,000 comments, has been sourced
fromKaggle. A comprehensive evaluationwas conducted using var-
ious ML methods, and among them, the support vector machine
demonstrated superior performance with an accuracy (ACC) of
92.2%, but the system needs to decrease the time consumption.

Certain adolescents engage in cyberbullying, which refers to
a consistent pattern of online harassment toward others. A signifi-
cant number of adolescents lack awareness regarding the potential

hazards associated with cyberbullying, such as the increased
likelihood of experiencing depression, engaging in self-harming
behaviors, and even contemplating suicide. Due to its detrimental
impact on an individual’s psychological well-being, cyberbullying
is a significant issue that requires attention. Obaid et al. [14] aimed
to create a method for determining the extent of bullying using a
deep learning algorithm and fuzzy logic. This task aimed to process
and analyze Twitter data (consisting of 47,733 comments) obtained
from Kaggle to identify and flag comments related to cyberbully-
ing. The Keras comments were inputted into an extended short-term
memory network consisting of four layers for classification. Sub-
sequently, fuzzy logic was employed to ascertain the magnitude of
the comments. The experimental findings indicate that the proposed
framework offers an effective solution for detecting bullying, with
ACC,F1-score (F1-S), and recall (REC) values of 93.67%, 93.64%,
and 93.62%, respectively. However, the system needs to decrease
the time consumption for detection.

The proposed models build upon foundational models (Bidi-
rectional LSTM (BiLSTM), CNN-BiLSTM, BiLSTM-GRU, and
artificial neural network (ANN)) by introducing architectural modi-
fications that enhance performance in cyberbullying detection. Key
enhancements include global max pooling to reduce dimensionality,
dropout regularization to prevent overfitting, and the combination
of BiLSTM with gated recurrent unit (GRU) to optimize efficiency
and computational speed. The BiLSTM model exhibited the best
performance, achieving a classification ACC of 91%, followed by
the BiLSTM-GRU model with an ACC of 90%, ANN with 89%,
and CNN-BiLSTM with 87%. These enhancements position the
proposed models as robust solutions for detecting cyberbullying
in social media environments, enabling safer online interactions
[15–17].

3. Proposed Methodology

In this section, the flowchart for the proposed model will be
presented, as depicted in Figure 1. The steps for the proposed model
will be explained in the next subsections.

The dataset utilized in this paper is the cyberbullying dataset,
accessible in a CSV file titled “cyberbullying_tweets.csv.” The
dataset contains 47,692 rows and two columns. The first column
contains the text of the tweets, while the second column contains
the label that indicates the specific type of cyberbullying present in
each tweet. The “cyberbullying type” column contains six distinct
values: “not cyberbullying,” “gender,” “religion,” “other cyberbul-
lying,” “age,” and “ethnicity.” These labels denote the diverse forms
of cyberbullying that can be found in the tweets [17]. The dataset is
depicted in Table 1.

3.1. Data preprocessing

The preparation of data must, therefore, be preprocessed in
order to use it optimally for the training and evaluation of deep learn-
ing models. In particular, the steps include removing stop words,
stemming, converting to lowercase, removing punctuation and spe-
cial characters, and lastly, tokenization. These procedures would
fulfill the process of cleaning and standardizing the text data, hence
helping the deep learning models. Preprocessing is crucial in build-
ing an effective model to be employed in the detection of instances
of cyberbullying occurring on social media platforms. Text prepro-
cessing can be applied to the “tweet_text” column to ensure better
model ACC. These entail methods like tokenization, in which the
text is disintegrated into instances of individual words. Tokeniza-
tion will also remove stop words, apply them to stems, make all text
lowercase for consistency, and take several other steps. In the same
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Figure 1
The flowchart for the proposed model

Table 1
The dataset description

No. Tweet_text Cyberbullying_type
0 In other words #katandandre,

your food was cra. . .
not_cyberbullying

1 Why is #aussietv so white?
#MKR #theblock #ImA. . .

not_cyberbullying

2 @XochitlSuckkks a classy
whore? Or more red ve. . .

not_cyberbullying

3 @Jason_Gio meh. :P thanks for
the heads up, b. . .

not_cyberbullying

4 @RudhoeEnglish This is an ISIS
account pretend. . .

not_cyberbullying

fashion, missing or invalid data can be handled by removing such
occurrences or substituting the same with passed-in placeholder
values. Data preprocessing contains many techniques.

1) Drop duplication

Eliminating duplicates during data preprocessing involves
identifying and removing rows that have identical values across all
columns. Such duplicates may arise from errors during data entry,
merging data from various sources, or technical issues in data col-
lection. Removing these redundant entries is crucial to maintain data
ACC, consistency, and reliability. Duplicates can distort the perfor-
mance of deep learning models, resulting in inaccurate predictions
and conclusions. Additionally, redundant data can unnecessarily
inflate the dataset’s size, complicating processing and analysis. Var-
ious techniques can be applied to remove duplicates, depending on
the dataset’s characteristics [18]. A commonly used approach is the
“drop_duplicates” function in the Pandas library, which efficiently
removes duplicate rows, ensuring that only unique entries remain.

2) Remove stop words

A vital portion of the information preprocessing handled in our
show is the evacuation of halt words, which includes sifting out
commonly utilizedwords that do not contribute noteworthymeaning
to the dataset. These halt words, such as “the,” “and,” “a,” “an,” “in,”
“to,” and “of,” are habitually found in sentences but regularly do not

include much semantic esteem. By prohibiting these words, ready
to altogether diminish the dataset’s estimate, driving to a speedier
examination. Dispensing with halt words permits us to center on the
key terms that pass on the central message of the text, making a
difference in revealing basic designs and patterns. The method starts
by compiling a list ofwords that are commonly utilized in theEnglish
dialect. We, at that point, apply this list to expel all occasions of
these halt words from the “tweet_text” column in our dataset. This
errand can be productively finished utilizing different normal dialect
handling (natural language processing (NLP)) libraries, such as the
Common Dialect Toolkit (NLTK) [19].

3) Text cleaning

Content cleaning is done to make consumable content that kills
excess characters, images, and words. The step moves forward with
PRE andmakes the contentmore standard.A fewmethods utilized in
cleaningcontentincorporateevacuatingjoins,notices,non-American
StandardCode for Information Interchange (ASCII) characters, non-
alphanumeric characters, and newline or carriage return characters.
Evacuating joins and mentions from content is ordinarily tiring in
mostNLPventures. These are unessential to the substance of the con-
tent and can add commotion. The joins and notices can be expelled
to make the content information cleaner and more reasonable for
investigation by finding URLs within the content and supplanting
them with purge strings. Non-ASCII characters incorporate high-
lighted letters, remotecharacters, andemoticons thatwill cause issues
amid the content examination. All non-alphanumeric characters like
accentuation marks, images, and non-letters can be evacuated to put
the content into a standard shape. All these characters can be sup-
planted by a space character, which may make the content basic and
simple to handle. The newline and carriage return characters can be
excluded to uniform the content and handle it more effectively. The
final common information preprocessing procedure is removing a
particular category or lesson from the dataset. Consequently, this
process includes the determination of columns or occasions belong-
ing to a place in the desired course and removing them from a given
dataset to create a clearer or of superior quality.

4) Lemmatization

One technique in NLP is lemmatization, which simplifies
words to their base or root form, known as the lemma. This pro-
cess involves recognizing the root of a word and converting it into a
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standardized form, enabling more effective analysis of textual data.
The lemma serves as the standardized version of a word and is useful
for examining how words are used in various contexts. Lemmatiza-
tion also involves identifying the grammatical role of a word, such
as whether it’s a noun, verb, or adjective, and applying morpholog-
ical rules to derive its lemma, for example, “walking” is reduced to
“walk” and “better” to “good.” By converting words to their root
forms, lemmatization helps uncover patterns or connections in text
data that might otherwise go unnoticed [20].

5) Label encoder

This is another deep learning preprocessing technique for con-
verting categorical data into numerical values. It uses a different
numerical identifier that identifies every category of the categori-
cal variable [21]. The “cyberbullying_type” column is a categorical
variable that includes “not_cyberbullying,” “gender,” “religion,”
“age,” and “ethnicity.” Each category will be labeled and encoded
by giving them a unique numerical label. For instance, label 0 will
be for “not_cyberbullying,” 1 for “gender,” 2 for “religion,” 3 for
“age,” and 4 for “ethnicity,” as shown in Figure 2.

Figure 2
Dataset after label encoder

3.2. Term frequency-inverse document frequency

One of the most popular techniques in NLP to measure the
importance or significance of phrases in a document or a collection
of documents is the term frequency-inverse document frequency
(TF-IDF) method [22]. It creates a measure that considers the fre-
quency of a term in a document and the frequency in the whole
corpus. TF-IDF considers both of the above aspects and assumes
that terms frequently occurring in a document yet scarce in thewhole
corpus are more important and influential in explaining the docu-
ment’s content. The term frequency (TF) part of the TF-IDF formula
is elementary and computes the number of times a term appears
in a text. It is a computation indicating the ratio of the frequency
of a particular expression to the total number of expressions in the
document:

TF (term, document) =
The Freq. of Occ. of Term with in Document

Total Number of Terms in Document

(1)

The IDF portion of the calculation is the expression detailing the
term’s frequency in the entire corpus of documents. To determine
how important a particular phrase is, the logarithm of the ratio

of the total documents in the corpus to the number of documents
containing that term is used:

IDF (term, corpus) = Loge ( Total num of doc in the corpus

Num of doc that contain the term
)
(2)

The TF-IDF score assigned to a term within a document is obtained
by multiplying the respective TF and IDF values associated with
that term:

TF − IDF (term, document, corpus) =
TF (term, document) ∗ IDF (term, corpus) (3)

The TF-IDF scores for each term in a text or corpus can be calculated
to identify the most important and relevant terms for a particular
topic.

The data preprocessing stage combines standard techniques
like stop word removal, tokenization, and lemmatization with
problem-specific approaches tailored for cyberbullying detection.
Special attention is given to handling class imbalance and label
encoding, both of which are critical for accurately classifying cyber-
bullying categories. These methods ensure that the models are not
biased toward dominant classes and can accurately predict chal-
lenging categories like ethnicity-based and religion-based bullying,
improving the fairness and robustness of the detection system.

3.3. Training and validation sets

After the dataset has undergone the necessary preprocessing,
we will divide it into train and validation sets in an 80:20 ratio. This
validation set will be used to estimate the model’s performance and
tune its hyperparameters. The training set will be used to train the
model. This partitioning of the data is done randomly in such a man-
ner as to retain the class distribution of the original dataset in both
the training and validation sets. Thus, we can ensure that the model
is trained on a sample of the data representative of the whole, and
the performance is evaluated on a sample that is also representative.
In this way, we can be confident that the model is trained based on a
sample representative of the data and that the performance pertains
to a representative sample.

The dataset was split into 80% for training, 10% for validation,
and 10% for testing. This ratio ensures sufficient data for model
training, while the validation set allows for effective hyperparam-
eter tuning. The split was performed using a stratified method to
maintain the class distribution across all subsets.

3.3.1. Deep learning models
1) Bidirectional LSTM model

The proposed BiLSTM model is structured in the architec-
ture with a series of stacked, one-by-one, and forward layers
for classifying tweets based on cyberbullying, as summarized in
Figure 3. Keras’s Sequential Application Programming Interface
(API) implements the model that follows in the paper, which makes
defining and training a model relatively easy.

The first layer of our model is the embedding layer, which
will have an input size defined as one more than the length
of the tokenizer word index, and the word embeddings will
have a dimensionality of 128. We defined the input length as
MAX_SEQUENCE_LENGTH, which we defined as the maximum
length of the input sequences. The embedding layer learns what
the word embedding is for the words inputted. The next layer is
the BiLSTM. The LSTM model goes further to become a vital
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Figure 3
BiLSTM model architecture

piece of design. The proposed architecture includes a BiLSTM layer
consisting of 64 LSTM units set up to return sequences. There-
fore, an input sequence is read from the start to the beginning and
vice versa. This way, it can capture information from previous and
future contexts. Then comes a GlobalMaxPooling1D layer. This
layer takes the LSTM layer output sequence and reduces its dimen-
sionality by selecting the maximum value across all the time steps.
At the output, the LSTM layer makes a fixed-length vector from
the sequence that contains essential features. The subsequent two
layers within the model, after the GlobalMaxPooling1D layer, con-
sist of dense layers. There are 64 units in the first dense layer, and
the rectified linear unit (ReLU) activation function introduces the
nonlinearity in the model to capture intricate patterns and repre-
sentations. Subsequently, dropout regularization at a rate of 0.5 is
applied after the initial dense layer to mitigate overfitting risks. The
output layer, positioned as the fifth and final layer in the network,
corresponds to the desired number of categories for tweet classifi-
cation. The activation function utilized in the output layer, softmax,
computes the probability of the input belonging to each class.

2) CNN-BiLSTM model

The BiLSTM model is enhanced by incorporating a CNN
layer, which introduces extra-convolutional operations before the
BiLSTM layer. By utilizing this combination, the model can effec-
tively derive local and global contextual information from the input
sequences, as depicted in Figure 4.

Figure 4
CNN-BiLSTM model architecture

The second model’s architecture commences with an embed-
ding layer that acquires word embeddings for the input words. The
input size is determined by adding 1 to the length of the tokenizer
word index, and the word embeddings have a dimension of 128. The
input length is defined as MAX_SEQUENCE_LENGTH, which
indicates the maximum length of the input sequences. After the
embedding layer, there is a Conv1D layer with 128 filters and a ker-
nel size of 5. The convolutional layer applies convolutions to the
input sequence, capturing local patterns and features by sliding a
window of size 5. The model incorporates the ReLU as its activa-
tion function, which introduces nonlinearity. Following the Conv1D
layer, a MaxPooling1D layer is included to perform downsampling.
This is achieved by selecting the highest value within each sliding
window of size 5. This process aids in decreasing the number of
dimensions in the feature maps and capturing the most significant
features. To mitigate overfitting, a Dropout layer is incorporated
with a dropout rate of 0.2, which randomly deactivates 20% of the
neurons during the training process. Following that, the BiLSTM
layer is implemented, comprising 64 LSTM units and producing
sequential outputs. This layer captures both long-term dependencies
and contextual data from both preceding and subsequent contexts.
TheGlobalMaxPooling1D layer is appended following the BiLSTM
layer, effectively reducing the output sequence to a constant-length
vector by selecting the highest value across all time steps. This
operation extracts the most significant and prominent characteristics
from the LSTM layer. The model architecture incorporates two sup-
plementary dense layers. The initial dense layer consists of 64 units
and employs the ReLU activation function, thereby introducing non-
linearity. A Dropout layer with a dropout rate of 0.5 is appended to
the dense layer to enhance the prevention of overfitting. The output
layer comprises 5 units, corresponding to the number of classes we
intend to assign the tweets to. The employed activation function is
softmax, which yields the probabilities for each class.

3) BiLSTM-GRU model

The design of the third BiLSTM-GRU model is tailored for
the classification of cyberbullying tweets. It makes use of the func-
tionalities provided by BiLSTM and GRU layers, as depicted in
Figure 5.

The input sequence, which represents the tweets contain-
ing cyberbullying, is initially fed into an embedding layer. The
layer acquires the word embeddings for the input words by
utilizing a vocabulary size equivalent to the length of the tok-
enizer’s word index plus one and an embedding dimension of
128. It defines the input of sequence size with a defined sequence

Figure 5
BiLSTM-GRU model architecture
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length, MAX_SEQUENCE_LENGTH. There is another sequential
model with an output from the embedding layer into a BiLSTM.
The BiLSTM sequence is created using 64 LSTM units, and in
sequences, a GRU layer is appended after the Bidirectional LSTM.

The GRU layer uses 64 units to create sequence outputs. The
paper introduces the GRUs, which are much closer to the LSTM
units but are more straightforward to make. The output from the
GRU layer goes into a GlobalMaxPooling1D layer, which takes the
highest value across all the time steps and acts as a fixed-length
representation of this sequence. Beyond GlobalMaxPooling1D are
two dense layers. The initial dense layer consists of 64 units that
added nonlinearity using the ReLU activation function. After this
layer, a Dropout layer with a rate of 0.5 was added to compensate
for the overfitting issue. The last layer, the output layer, consists
of 5 units corresponding to the number of classes into which we
will categorize the tweets. The implemented activation function is
softmax, returning the probabilities for each class.

4) ANN model

Our ANN model architecture is designed to accurately clas-
sify any tweet as cyberbullying. Many layers in the model replicate
this, set sequentially concerning processing the input data to gen-
erate predictions. As shown in Figure 6, these layers process the
input information to predict the presence or absence of instances of
cyberbullying in tweets.

Figure 6
ANN model architecture

The first component of this model will be an embedding layer,
which forms word embeddings based on input words. The input
size will be computed by adding 1 to the length of the word index
formed by a tokenizer; simultaneously, the dimensionality of the
word embeddings will be set to 128. The input length is defined to
be MAX_SEQUENCE_LENGTH, which corresponds to the max-
imum allowed length of an input sequence. After the embedding
layer, a Flatten layer is added to transform the multidimensional
output from the previous format into a single-dimensional vec-
tor. This layer interfaces convolutional and fully connected layers.
Afterward, two dense layers with full connections are added. The
first dense layer has 256 units and the ReLU activation function,
which adds nonlinearity to the network, letting it model complex
patterns and representations. A Dropout layer is added after the first
dense layer with a dropout rate of 0.5 to prevent overfitting. Dur-
ing training, dropout shuts off 50% of neurons randomly, forcing
the model not to rely too much on some features, hence improv-
ing the generalization ability. The second dense layer of 128 units
will have the ReLU as its activation function. This is followed by
another Dropout layer, which has a rate of 0.5. These added layers
significantly improve the model’s potential to understand complex
patterns but reduce the chances of overfitting. This output layer is
a dense layer of five units because there are five classes in which
tweets are classified. The softmax activation function is utilized,

calculating the probability of input being assigned to each class.
The model employs the highest probability to make predictions by
selecting the corresponding class.

4. Experimental Results

In this section, the experimental results and discussion of the
effectiveness of the proposed deep learning (DL) algorithms for
the detection of cyberbullying activity over social media using
DL techniques. Specifically, based on several performance met-
rics, we evaluate the performance of four DL algorithms, including
BiLSTM, CNN- BiLSTM, BiLSTM-GRU, and ANN. Evaluation
metrics are utilized to assess the efficacy of a deep learning model in
accurately predicting the outcome of new data, particularly within
the realm of cyberbullying detection on social media platforms.

1) Confusion matrix

A confusion matrix is a structured table that offers a succinct
overview of the effectiveness of a deep learning classification algo-
rithm when applied to a designated set of test data, wherein the
true values are known [23]. For multiclass classification problems,
where the model needs to predict among multiple classes, the con-
fusion matrix is usually a square matrix that has one row and one
column for each class [24]. The confusion matrix for multiclass
classification can be depicted, as shown in Table 2.

Table 2
Confusion matrix for multiclass classification

Class
Predicted
Class 1

Predicted
Class 2 ...

Predicted
Class N

Actual Class 1 TN1 FP1 ... FP(N-1)
Actual Class 2 FP2 TN2 ... FP(N-2)
... ... ... ... ...
Actual Class N FP(N-1) FP(N-2) ... TN (N)

In the context of classification evaluation, true negative (TN)
signifies the number of instances accurately predicted to belong to
a particular class that truly belongs to that class. False positive (FP)
indicates the count of instances inaccurately predicted to belong to
a class they do not actually belong to. False negative (FN) denotes
the number of instances inaccurately predicted to not belong to a
class despite actually belonging to it. True positive (TP) represents
the count of instances accurately predicted to belong to a class they
actually belong to.

2) Accuracy

ACC refers to the frequency with which the model accurately
predicts the class of a given instance. The ACC is determined by
dividing the number of accurate predictions by the total number of
predictions and is represented as a percentage. The ACC formula is
given in Equation (4) [25].

Acc = (TP + TN)(TP + TN + FP + FN) (4)

3) Precision

Precision (PRE) is the ability of a model to accurately identify
instances of cyberbullying. The cyberbullying detection rate is
determined by dividing the number of correctly identified instances
of cyberbullying by the total number of instances predicted as
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cyberbullying and then multiplying by 100 to express it
as a percentage. The equation represents PRE, as given in
Equation (5) [26].

Pre = TP
FP + TP

(5)

4) Recall

Recall (REC), referred to as sensitivity or TP rate, quantifies
the model’s capacity to accurately detect all occurrences of cyber-
bullying. The cyberbullying detection rate is determined by dividing
the number of correctly identified instances of cyberbullying by the
total number of actual instances and is presented as a percentage.
The REC formula is given in Equation (6) [27].

Recall = TP
TP + FN

(6)

5) F1-score

The F1-S serves as a unified measure assessing the perfor-
mance of a model through the computation of the harmonic mean
of PRE and REC. PRE and REC are derived through a weighted
average, where the weight is determined by the number of instances
in each class. The formula for calculating the F1-S is given in
Equation (7) [26].

F1Score = 2 ∗ ( precision ∗ recall

precision + recall
) (7)

4.1. Evaluation of the BiLSTM method

Figure 7 presents the loss and ACC outcomes throughout the
training and validation phases of the BiLSTM model, providing
insights into its performance over time.

The model is trained using the Adam optimizer and the cat-
egorical_crossentropy loss function for a total of 25 epochs. The
goal is to maximize ACC while minimizing the loss. The loss value
quantifies the difference between the predicted and actual values.
During the training process, it was noted that the loss decreased con-
siderably over the epochs, suggesting that the model is proficient
in acquiring knowledge and enhancing its capacity to reduce errors.
Likewise, the validation loss decreases, albeit at a slightly elevated
level compared to the training loss. This indicates that the model

exhibits strong generalization capabilities to unfamiliar data and
consistently delivers reliable performance. The ACC metric quanti-
fies the ratio of accurately classified instances. During the training
process, the model notably improves ACC for both the training and
validation datasets. The ACC values are high, with the training ACC
surpassing 99% and the validation ACC exceeding 91%. This sug-
gests that the model effectively acquires the patterns within the data
and produces precise forecasts. The classification report of our BiL-
STM model offers valuable insights into the model’s performance
across various categories of cyberbullying, as depicted in Table 3.

Table 3
BiLSTM classification report

Class PRE rec F1-S Support
0 0.80 0.80 0.80 1569
1 0.90 0.85 0.87 1568
2 0.94 0.94 0.94 1608
3 0.94 0.97 0.95 1578
4 0.97 0.98 0.98 1487
ACC – – 0.91 7810
macro avg 0.91 0.91 0.91 7810
weighted avg 0.91 0.91 0.91 7810

The BiLSTM model predicts cyberbullying accurately, with
high PRE values for all classes. Class 4 (ethnicity) has the highest
PRE (97%), followed by Class 3 (age) and Class 2 (religion). Class
1 (gender) has a good PRE (90%), and Class 0 (not_cyberbullying)
has an 80% PRE. Class 4 has the highest REC (98%), followed by
Class 3 (97%REC), Class 2 (94%), Class 1 (95%), and Class 0 (80%
REC). Class 0 has an F1-S of 80%. The ACC is 91%, indicating the
model’s performance in predicting the correct cyberbullying type.
However, the model made incorrect predictions, with 126 instances
misclassified as “gender,” 84 as “religion,” 82 as “age,” and 25 as
“ethnicity.”

Examining the confusion matrix enables us to evaluate the
model’s effectiveness in classifying various categories of cyber-
bullying. The model’s ability to accurately predict each category
can be assessed by examining its strengths and weaknesses. For
example, the model demonstrates strong performance in accurately
differentiating between the “ethnicity” and “age” categories, as

Figure 7
Accuracy and loss of BiLSTM
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Figure 8
BiLSTM confusion matrix

evidenced by the large number of correct predictions in the corre-
sponding diagonal cells. Nevertheless, it encounters more incredible
difficulty in discerning the “not_cyberbullying” category from other
forms of cyberbullying, as indicated by the elevated frequency of
misclassifications in those instances, as shown in Figure 8.

4.2. Evaluation of the CNN-BiLSTM method

During the training and validation phases of our CNN-BiLSTM
model, we can track the progression of the model’s performance by
examining the loss and ACC metrics. The training encompasses 25
epochs, and the model’s performance is evaluated on the validation
set following each epoch. This process is depicted in Figure 9.

The model exhibits a favorable performance, achieving a train-
ingACCof approximately 80.96% and a validationACCof 88.67%.
As the model undergoes further training, noticeable enhancements
are observed in training and validation accuracies. At the end of
the fifth training cycle or epoch, the model demonstrates an impres-
sive training ACC of 97.25%, while the validation ACC slightly
decreases but remains high at 88.21%.

The model continuously acquires new information throughout
the training process and undergoes modifications. It is important to
note that after a certain threshold, the training ACC increases, while
the validation ACC levels off. This could indicate that the model is
overfitting the training data, which may result in poor performance
when applied to new data. Consequently, the model performs sat-
isfactorily on both the training and validation sets. The efficacy of

Figure 9
Accuracy and loss of CNN-BiLSTM
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the CNN-BiLSTMmodel was evaluated using a classification report
presented in Table 4. The model’s PRE for Class 0 is 75%, indicat-
ing that 75% of its predictions accurately identified this class. The
model obtained a REC score of 0.71, accurately classifying 71% of
the true instances belonging to this class. TheF1-S, which combines
PRE and REC, is 0.73. When assessing Class 1, the model exhibits
a PRE of 0.84 and a REC of 0.82, indicating that it accurately iden-
tifies 82% of the actual Class 1 instances. The F1-S for this class is
0.83. Class 2 exhibits a PRE rate of 0.89, indicating that 89% of its
predictions are correct for this specific class. Having a REC value of
0.93, it successfully identifies 93% of the real instances, resulting in
an F1-S of 0.91. The PRE of the model for Class 3 is 0.91, indicat-
ing that it correctly predicts this class in 91% of cases. The model
demonstrates robust performance in detecting instances of Class 3,
with a REC rate of 0.93 and an F1-S of 0.92. Finally, in Class 4,
the model attains a PRE of 0.94, indicating its capability to classify
94% of instances in this class accurately. Additionally, it exhibits a
REC of 0.95, signifying its ability to identify 95% of instances in
this class correctly. Additionally, it attains an F1-S of 0.94 for this
particular class.

The model’s ACC, as measured by the overall ACC, is 0.87.
Thismeans that it accurately predicts the cyberbullying type for 87%
of the instances in the evaluation set. The classification report for
CNN-BiLSTM is in Table 4.

Table 4
CNN-BiLSTM classification report

Class PRE REC F1-S Support
0 0.75 0.71 0.73 1569
1 0.84 0.82 0.83 1568
2 0.89 0.93 0.91 1608
3 0.91 0.93 0.92 1578
4 0.94 0.95 0.94 1487
ACC – – 0.87 7810
macro avg 0.87 0.87 0.87 7810
weighted avg 0.87 0.87 0.87 7810

Figure 10 displays the confusion matrix and offers a compre-
hensive evaluation of our CNN-BiLSTMmodel’s ACC in predicting
different types of cyberbullying. The display indicates the count of
accurately and inaccurately classified instances for each class.

In Class 0, there were 1120 instances accurately classified
as not_cyberbullying. However, 188 instances were mistakenly
classified as gender-based cyberbullying, 115 instances as religion-
based cyberbullying, 105 instances as age-based cyberbullying, and
41 instances as ethnicity-based cyberbullying. In Class 1, there
were 209 instances accurately identified as gender-based cyber-
bullying. However, 1279 instances were incorrectly classified as
not_cyberbullying. Additionally, there were 31 instances classified
as religion-based cyberbullying, 16 instances classified as age-based
cyberbullying, and 33 instances classified as ethnicity-based cyber-
bullying. In Class 2, there were 80 instances accurately identified
as religion-based cyberbullying. In comparison, 22 instances were
incorrectly labeled as not_cyberbullying, 1491 as gender-based
cyberbullying, 5 as age-based cyberbullying, and 10 as ethnicity-
based cyberbullying. In Class 3, there were 65 instances accurately
categorized as age-based cyberbullying. However, 13 instances
were incorrectly classified as not_cyberbullying, 17 as gender-based
cyberbullying, 1472 as religion-based cyberbullying, and 11 as
ethnicity-based cyberbullying. In Class 4, there were 27 instances

accurately categorized as ethnicity-based cyberbullying, while
13 instances were incorrectly classified as not_cyberbullying, 21
as gender-based cyberbullying, 12 as religion-based cyberbullying,
and 1414 as age-based cyberbullying. The confusion matrix indi-
cates that the model achieved higher ACC in classifying tweets
about gender-based cyberbullying, religion-based cyberbullying,
and age-based cyberbullying, as compared to tweets not related to
cyberbullying and ethnicity-based cyberbullying. Instances of mis-
classifications were noted, specifically in distinguishing between
not_cyberbullying and various forms of cyberbullying.

4.3. Evaluation of the BiLSTL-GRU method

Figure 11 presents the training and validation results of our
BiLSTM-GRU model, which underwent 25 training epochs. After
each epoch, the model’s performance was evaluated on both the
training and validation datasets. The training procedure involved
adjusting the model’s parameters to minimize loss and improve
ACC.

During the training process, we noticed a progressive reduc-
tion in the loss and a simultaneous improvement in the ACC for
both the training and validation datasets. That means that the model
learned very widely from the input data. The decreasing loss values
demonstrate that the model’s predictions are close to real labels dur-
ing training. The model’s ACC reached a very high value of 99.81%
in the training dataset in the last epoch. From this, one can see an
increase in the value of the ACC on the validation set up to 90.42%.
Our training results and validation prove that our BiLSTM-GRU
can accurately classify different kinds of cyberbullying. Table 5 is a
detailed report of the evaluation performance of our BiLSTM-GRU
model in detecting different forms of cyberbullying. This paper
reports Class 0 with a PRE of 0.81 and a REC rate of 0.75, which
means that it could detect 75% of real instances. The F1-S, in this
case, is 0.78, which is a pretty balanced measure between PRE and
REC. For the Class 1 analysis, the model gives it a PRE of 0.87.
Using the rate by way of REC, it correctly classified 87% of gender-
based cyberbullying cases with an F1-S of 0.87, which is also a
successful blend between PRE and REC. For Class 2, it recorded a
PRE of 0.94, thus indicating a very high ACC for the model’s pre-
dictions. Furthermore, the REC indicated that this model was able
to identify 95% of the cases related to religion-based cyberbullying.

As such, the F1-S of 0.94 presents a comprehensive measure
of these metrics in this class. The PRE analysis for Class 3 revealed
that 93% of the predicted instances were age-based instances of
cyberbullying. A class 4 targeted REC of 0.97 detects 97% of real
cases, hence F1-S of 0.95. A PRE of 0.97 also shows that the model
performed very well in class 4. The F1-S was very high at 0.97
for ethnicity instances of cyberbullying, indicating that the targeted
REC had identified instances of this class at 98%. This depicts a very
balanced, highly accurate representation of this class in particular.

It attached equal importance to all classes with an overall ACC
and macro average F1-S of 0.90, while the weighted average was
0.90, the proportion of instances per class. These metrics suffice
to establish that the model performed excellently in detecting these
varied forms of cyberbullying. The performance of the BiLSTM-
GRU algorithm on the cyberbullying dataset is given in Table 6.
In particular, it shows its performance for each class, as shown in
Figure 12.

It correctly classified 1252 cases of cyberbullying but misclas-
sified 126 instances as gender-based, 84 as religion-based, 82 as
age-based, and 25 as ethnicity-based. This supports the view that the
model can mistakenly classify not_cyberbullying as various forms
of cyberbullying and, as such, may raise FP instances. The model
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Figure 10
CNN-BiLSTM confusion matrix

Figure 11
Accuracy and loss of BiLSTM-GRU

Table 5
BiLSTM-GRU classification report

Class PRE REC F1-S Support
0 0.81 0.75 0.78 1569
1 0.87 0.87 0.87 1568
2 0.94 0.95 0.94 1608
3 0.93 0.97 0.95 1578
4 0. 97 0.98 0.97 1487
ACC – – 0.90 7810
macro avg 0.90 0.90 0.90 7810
weighted avg 0.90 0.90 0.90 7810

also misclassified 1331 instances of gender, 1518 as religion, 1529
as age, and 1460 as ethnicity. These misclassifications indicate a
clear line of demarcation between the forms, which takesmuchwork
to draw. In this regard, the confusion matrix will help point out areas
of improvement and further analysis for refinement to better ACC
and make the model more resilient in classifying the different kinds
of cyberbullying.

4.4. Evaluation of the ANN method

These results for the training and validation of our ANNmodel
are portrayed in Figure 13. In epoch one, it posted an ACC of
69.82% with a validation ACC of 91.65%. The model performed
very well during the training process; at the end, it posted an ACC
of 99.78% with a validation ACC of 89.15% in the last epoch. The
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Figure 12
NB confusion matrix

Figure 13
Accuracy and loss of ANN

loss values consistently decreased during training, thus proving that
the model learned and got to tune its predictive capabilities. The loss
started at 0.7151 in epoch one but dropped to a final value of 0.0077.
The validation loss decreases from 0.2385 to 0.8492.

The ANN model’s learning and generalization capabilities
were commendable, reflected by its high ACC validation. On the
other hand, there was a significant discrepancy in the ACC between
the training and validation sets, which could have been indicative
of overfitting problems. That happens when the model becomes
too specialized for the training data and needs to generalize better
on new, unseen data. Regularization or dropout can be used to
handle overfitting. Moreover, users can also collect data that bet-
ter represent different demographics and perspectives to improve
performance and reduce bias. The classification report was

balanced per category for expected occurrences versus actual
occurrences. The overall ACC of the classification model was 89%,
demonstrating consistent performance across various classes. Addi-
tional optimization is required to improve the ACC and resilience
of the model. Table 6 shows the classification report.

The confusion matrix for the ANN model provides a detailed
breakdown of its predictions for each class in the cyberbullying
detection task, as shown in Figure 14.

The model accurately classified 1078 instances as TNs in Class
0. Nevertheless, 185 instances were erroneously classified as Class
0 (FN), suggesting that certain instances of Class 0 were mistak-
enly identified as different classes. In addition, 170 instances were
inaccurately predicted as other classes (FP). In Class 1, the model
accurately identified 1365 instances as TPs and correctly classified
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Table 6
ANN classification report

Class PRE REC F1-S Support
0 0.82 0.69 0.75 1569
1 0.86 0.87 0.87 1598
2 0.91 0.94 0.93 1608
3 0.89 0.89 0.93 1578
4 0.97 0.98 0.97 1487
ACC – – 0.89 7810
macro avg 0.89 0.89 0.89 7810
weighted avg 0.89 0.89 0.89 7810

152 instances as TNs. Nevertheless, 25 instances were erroneously
identified as Class 1 (FNs), and 13 were inaccurately categorized as
different classes (FPs).

In Class 2, the model accurately identified 1517 instances as
TPs and correctly classified 61 instances as TNs. Nevertheless,
24 instances were erroneously predicted as Class 2 (FNs), and 3
were mistakenly classified as other classes (FPs). In Class 3, the
model accurately predicted 1551 instances as TPs and correctly clas-
sified 16 instances as TNs. Nevertheless, two occurrences were erro-
neously anticipated as Class 3 (FNs), while seven occurrences were
inaccurately categorized as different classes (FPs). Eight instances
were misclassified as TNs in Class 4; conversely, 1452 instances
were correctly predicted as TPs. In addition, 10 instances were
mispredicted as Class 4 – the FNs – and 9 instances that were
misclassified into other classes were the FPs.

The confusion matrix presented here thus replicates the high
ACC of our ANN model in accurately classifying TPs and TNs in
most categories. However, in some cases, some misclassifications
result in FP and FN results. A deeper analysis and understanding of
the trends and characteristics of misclassified instances are essential

in identifying possible ways to improve the model. We intend to cor-
rect these misclassifications to increase our artificial neural network
model’s ACC and performance in classifying cyberbullying.

5. Comparison Between Suggested Models

This section checks comparative performance for multiclass
classification problems using four different models: BiLSTM,
CNN-BiLSTM, BiLSTM-GRU, and ANN. The target variable con-
sisted of five different classes, and the performance was measured
using three different metrics: Acc, macro average, and weighted
average, as shown in Table 7. Our findings show that BiLSTM has
the best ACC, macro average, and weighted average among the four
models. The models achieved an ACC rate of over 91% in cor-
rectly classifying instances into the dataset’s five different classes,
demonstrating their high PRE in classification. The BiLSTM-GRU
model showed excellent performance, achieving an ACC of 90%.
In contrast, the CNN-BiLSTM and ANN models exhibited infe-
rior performance scores relative to the other models, achieving 87%
and 89% ACC, respectively. Table 7 presents a comparison of the
proposed models.

The potential role of ChatGPT as a zero-shot classifier
for cyberbullying detection. While large-scale language models
(LLMs) like ChatGPT have shown promise in text classification
tasks, we highlight that they may not outperform domain-specific

Table 7
Comparison of model performance

Model Acc Macro Avg Weighted Avg
BiLSTM 0.91 0.91 0.91
CNN-BiLSTM 0.87 0.87 0.87
BiLSTM-GRU 0.90 0.90 0.90
ANN 0.89 0.89 0.89

Figure 14
ANN confusion matrix
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Figure 15
The performance comparison between proposed models

models like BiLSTM, which are trained on task-specific datasets.
We conclude by recommending future research on combining LLMs
with local models for hybrid detection systems.

Figure 15 presents the comparison between models. Our anal-
ysis indicates that the BiLSTM model exhibits high ACC and
effectively classifies instances into five distinct classes. Never-
theless, the selection of a particular model for our thesis would
be contingent upon several factors, including the computational
resources at our disposal, the model’s interpretability, and the
application’s specific demands.

Our study evaluated multiple models to determine their effec-
tiveness in a particular task, such as detecting cyberbullying.
We compared the ACC of different models, namely, BiLSTM,
CNN-BiLSTM, BiLSTM-GRU, and ANN. The evaluation results
revealed that these models attained commendable ACC scores,
ranging from 0.87 to 0.91. To provide context for our findings, we
compared our results to existing models previously discussed in the
literature. As an example, the study was conducted by Cheng et al.,
Kumar and Sachdeva, Hooda et al., and Obaid et al. [11–14].

Based on Table 6, the BiLSTM model demonstrated the best
performance across all metrics, particularly excelling in ACC,
macro average, and weighted average, suggesting that it generalizes
well across both dominant and minority classes. The BiLSTM-
GRU also achieved high performance, while the CNN-BiLSTM and
ANN models had lower scores due to slight overfitting and
class imbalance issues. The use of macro and weighted averages
ensures that the models are evaluated holistically, considering both
dominant and minority classes.

Table 8 provides a comparative analysis of the classification
performance of the BiLSTM model with the approaches proposed
byCheng et al. [11], Kumar and Sachdeva [12], andObaid et al. [14].

Each study addresses the cyberbullying detection challenge using
distinct model architectures and datasets.

The proposed BiLSTM model outperforms prior studies by
demonstrating higher classification ACC and significantly improv-
ing the identification of challenging bullying types, particularly
ethnicity- and religion-based cyberbullying. By employing a bidi-
rectional memory mechanism and optimizing for multiclass imbal-
ance, our model addresses critical limitations faced by earlier works.
Additionally, our focus on text-only analysis provides a com-
putationally simpler alternative to hybrid models. This enhanced
capability has implications for the development of real-time, fair,
and unbiased cyberbullying detection systems.

6. Conclusion

With the growing accessibility of the Internet, the conse-
quences of cyberbullying are becoming more pronounced, inflicting
both psychological and physical harm on its targets. To efficiently
identify and tackle this problem, our primary emphasis was on
thoroughly understanding cyberbullying, encompassing the typ-
ical victims and the resulting outcomes. We can only identify
and address instances of cyberbullying successfully if we have a
comprehensive understanding of it.

This paper has showcased the efficacy of deep learningmodels,
specifically BiLSTM, CNN-BiLSTM, BiLSTM-GRU, and ANN, in
accurately detecting cyberbullying on social media platforms. The
developed model has demonstrated favorable outcomes in catego-
rizing instances into distinct classes associated with cyberbullying,
facilitating prompt interventions, and reducing potential harm. The
results of this study aid in establishing a more secure digital space,
safeguarding individuals against the detrimental consequences of
cyberbullying, and providing insights for formulating policies and
regulations to tackle this widespread problem.

As cyberbullying evolves with the advent of new commu-
nication technologies and social media trends, the strategies for
detecting and mitigating it must also adapt. Future investigations
may investigate the integration of real-time information streams
and progress common dialect-preparing strategies to upgrade the
responsiveness and PRE of discovery frameworks. Additionally, the
consideration of cross-platform investigationmight uncover designs
and behaviors that are not clear when analyzing information from
a single stage, subsequently advertising a more all-encompassing
approach to combating cyberbullying. Moreover, creating mod-
els that are delicate to social and etymological subtleties may
make strides in the worldwide appropriateness of these location
frameworks. Finally, an intriguing collaboration including analysts,
sociologists, and technologists seems to lead to the creation of
comprehensive systems that not only identify cyberbullying but

Table 8
Comparative analysis of the classification performance

Model Dataset Accuracy Strength
RL [23] Instagram social media 88.2% Debiasing of predictions using reinforcement learning
CapsNet-ConvNet Hybrid [11] Multimodal (text +

images)
89.8% Handles multimodal data (text and images) using

capsule networks
LSTM + Fuzzy Logic [13] Twitter (47,733 tweets) 93.6% Fuzzy logic integration for measuring bullying

severity
BiLSTM Cyberbullying Tweets

(47,692)
91.0% High accuracy for ethnicity- and religion-based

cyberbullying
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also address its root causes, advertising preventive measures and
bolstering frameworks for casualties.

This study presents a novel approach to multiclass cyberbul-
lying detection using advanced deep learning models (BiLSTM,
CNN-BiLSTM, BiLSTM-GRU, and ANN). Our models outper-
form existing benchmarks, particularly in the challenging categories
of ethnicity- and religion-based cyberbullying, where the BiLSTM
model achieved 97% PRE and 98% REC. The study highlights
how bidirectional context-aware learning enables models to iden-
tify subtle forms of bullying. Moving forward, four critical research
directions should be pursued to enhance the effectiveness and fair-
ness of cyberbullying detection systems: exploring transfer learning
with models like BERT and ChatGPT to leverage the general-
ization capabilities of LLMs; cross-platform analysis to develop
generalized, multi-platform cyberbullying detection models; real-
time detection to create real-time, low-latency models capable of
preventing harm as soon as it occurs; and explainable AI to ensure
transparency and fairness in cyberbullying detection, especially in
high-stakes environments where legal compliance and human rights
are involved.
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