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Abstract: Applications of deep learning (DL) to generate text embeddings and natural language processing (NLP) have shownwide success
in semantic interpretations of domain-specific text data when applied to downstream tasks such as predicting the next word, information
extraction for classification, analyzing social media feeds, classifying text, and creating compressed representations. While DL and NLP
have been widely applied across numerous domains, researchers have recently begun to apply these techniques to the field of law due to the
challenges in processing legal case descriptions. Attention-based models have shown promising results in predicting criminal charges using
unstructured text as an input, but little work has been done on data representing the Canadian legal system, especially employment law. The
legal field poses many challenges, such as the amount of legal data publicly available in Canada, the verbosity of judgments, the legal jargon
used in judgments, and the subjectivity of outcomes that pose many challenges in processing legal text data. Many of the state-of-the-art
systems require expensive hand-annotated labels that are often unobtainable. In this study, we investigate the prediction of reasonable notice
for termination of employment in the field of law. To address these challenges, we propose domain-adapted BERT variations specifically
trained for legal texts. We assess the performance of various attention-based and pre-trained models using human-typed summaries of legal
judgment and present a detailed analysis of the data and the results to provide insights for further exploration in this area. Our approaches
also provide interesting insights about this specific type of legal case focusing on employment law, given the subjective nature of judges
and the variability in outcomes.
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1. Introduction

In Canada’s common law system, employment law is derived
from case law precedence and statutory legislation [1]. Case law
precedence represents principles established in previous legal cases
decided by a presiding judge. With precedence being one of our
primary sources of law, much of the law is open to interpretation
and subjectiveness. Judgment prediction, therefore, poses difficult
challenges in processing the jargon of legal text and learning the
contextual mappings for the classification of judgments regarding
termination of employment.

According to legal precedence, reaffirmed by the Supreme
Court of Canada, the amount of reasonable notice awarded should
be based on the following four factors, known as the Bardal fac-
tors: (1) age of the employee, (2) length of service, (3) nature of
employment, and (4) availability of similar employment [2]. While
the law states that the judge should utilize the Bardal factors in
wrongful dismissal cases, it does not indicate how much empha-
sis should be given to each factor and whether the factors must be
utilized [2]. Furthermore, over the years, Canada’s state of econ-
omy such as the recession, has contributed to additional variances
in reasonable notice calculations and impacted the availability of
similar employment. In past cases, the Federal Court of Appeal has
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repeatedly emphasized that “[the determination of reasonable
notice] is not an exact science, but a discretionary power that must
take into account all relevant circumstances” [3]. In addition, there
were other complications in many cases, such as in the Hawkes Dis-
missal case, where the employer, Max Aicher, induced Mr. Hawkes
to leave his job by making empty promises [4]. In the end, the judge
awarded Mr. Hawkes higher compensation. Based on this incident,
the judge needs to consider factors other than the Bardal factors
when deciding to proceed with the trial.

We propose a natural language processing (NLP) and deep
learning (DL)-based approach for calculating the reasonable notice
period using handwritten (typed) summaries of legal case descrip-
tions as shown in Figure 1. The summaries are unstructured text
data written in plain English (i.e., not legalized), which we collected
from Westlaw’s Quantum service.

Employees are entitled to numerous rights governed by
Canada’s labor law1. These laws regulate the relationship between
an individual employee and the employer. In employment law, when
employees are terminated, they have the right to be fairly com-
pensated based on several factors. Specifically, under Canadian
precedence, when employees are terminated, they are entitled to
receive compensation in lieu of reasonable notice. In many cases,
the reasonable notice period that an employee is entitled to becomes

1https://laws-lois.justice.gc.ca/eng/acts/L-2/
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Figure 1
Example of data from Westlaw Quantum services

a matter of primary contention between employees and employers.
Determining this period is one of the most litigated issues in the
Canadian judicial system [1, 3]. The reasonable notice period can
vary for employees depending on the length of employment and
availability of similar employment, among other reasons.

By developing a tool to predict the reasonable notice period,
we can provide the general public with improved access to justice.
As the cost of litigation is generally very high, the general public is
often hesitant to pursue legal remedies. This research aims to pro-
vide the public with an estimation of reasonable notice to help them
weigh the potential rewards against litigation costs. Furthermore,
we believe that an artificial intelligence (AI) solution to reasonable
notice can help employers and employees negotiate settlements by

providing an anchoring point for discussing a severance package.
The primary research questions addressed in this study are:

1) Given a structured input of Bardal factors, can we predict
a reasonable notice period? The structured inputs must be
extracted by the domain experts, which is expensive and time-
consuming.

2) Given a free text summary of a case, including the plaintiff’s
description, how can we predict the reasonable notice period that
a person should receive? This can eliminate the need to manually
extract the structured input.

The broader goal of our collaborative research is to propose
a system that (1) predicts the notice periods or severance rewards
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and (2) explains which parts of the input contribute to the predicted
notice period.

1.1. Contribution

The main contributions of this work are as follows:

1) We combine multiple state-of-the-art (SOTA) DL models to
design and implement our novel multi-attention DL model
to predict a reasonable notice period focusing on Canada’s
employment law.

2) We implement an end-to-end pipeline to preprocess legal sum-
maries, extract key features from the data using NLP techniques,
and use the extracted features to train and validate our DLmodel.
For the prediction of reasonable notice under employment law
using DL, we believe we are one of the first researchers to
address this issue.

3) We compare our model’s performance with two top-performing
pre-trained DL models at the time: Bidirectional Encoder
Representations from Transformers (BERT) [5] and Robustly
Optimized BERT multi-attention Approach (RoBERTa) [6] for
predicting judgments.

4) In addition, we domain adapt BERT to Legal Adapted BERT
(LA-BERTbase) and RoBERTa (LA-RoBERTabase) using
approximately 4 million cases from Harvard’s case law project.
Due to their substantial length, often tens to hundreds of pages,
legal documents present significant challenges in analysis and
processing [7]. Pretraining models like RoBERTa are highly
adaptable, allowing us to fine-tune them for the specifics of
Canadian legal cases. This approach provides a practical solu-
tion for addressing Canada’s lack of open-source datasets while
still developing a model that is grounded in Canadian legal
standards.

The rest of the paper is organized as follows. To contextualize
our approach within the current landscape of DL and legal text ana-
lytics, we explore recent advancements in NLP applications within
DL and legal contexts in Section 2. The methodology containing
an overview of our approach is provided in Section 3. Section 4
presents the implementation details. Experimental results for vali-
dation are presented in Section 5. The paper concludes in Section 6
with a discussion of possible future work directions.

2. Background and Related Work

There has been an increase in providers of subscription-based
AI-legal services (e.g., Blue J Legal2), where these services uti-
lize machine learning (ML) to assist large legal firms. A client
using these services must fill out pre-defined forms with drop-down
menus to provide the necessary information for the system to out-
put a prediction. Unfortunately, only allowing a person’s case to
be defined by preset options fails to capture the minute details of a
case, resulting in the loss of important information. Recent research
has emphasized these limitations, noting that AI systems that rely
on structured inputs often miss fine details that are critical to legal
judgments [8]. Alternatively, DL is an approach that learns the case
features independently, automatically determines what is important,
and can be trained on the unstructured input of raw text data. This
flexibility makes DL particularly suited to legal tasks, as the com-
plexity and variability of cases require more sophisticated models
capable of handling unstructured data [8, 9].

2https://www.bluejlegal.com/

2.1. Deep learning models

Attention-only models have been dominating NLP-based Gen-
eral Language Understanding Evaluation (GLUE) benchmarks
[10, 11]. Vaswani et al. [12] introduced a novel non-recursive
encoding architecture called Transformer that achieved SOTA per-
formance in NLP benchmarks and was significantly faster to train.
Previous attention mechanisms [2] with recurrent neural networks
(RNNs) require an iterative process as new states are generated
from previous states, resulting in a serialized pipeline. Instead,
Transformer models apply a parallel computation architecture and
calculate the attention weights with a single matrix multiplication,
which are fed into the decoder at once. Therefore, we opted to
explore Transformer-based models in this study.

Bahdanau et al. [13] were the pioneers in proposing attention
mechanisms for machine translation, aiming to capture more intri-
cate meanings. Yang et al. [14] developed the Hierarchical Attention
Network (HAN), which encodes smaller text segments to inform
subsequent encodings, moving beyond the traditional approach of
compressing entire documents into single vectors.

Lin et al. [15] reported significant improvements in results
using their self-attention-based sentence embedding method on
three different challenges: determining the age of users from a
dataset of 68,485 randomly selected Twitter tweets, performing sen-
timent analysis on 500,000 randomly selected Yelp reviews and
classifying their ratings into five classes, and computing textual
entailment by training on 570,000 samples from the stanford nat-
ural language inference (SNLI) corpus. In the last challenge, they
achieved 84.4% accuracy compared to the SOTA performance of
84.6%. The authors mentioned that a major limitation of their work
was that the model was heavily reliant on the end discrimina-
tive model, not allowing this framework to be easily trained using
unsupervised learning.

The seminal methodology of Transformer has led to numer-
ous architectures. One of the most well-known examples is BERT
[5], which uses stacked Transformer encoders to train a language
model. It achieved new SOTA results on multiple NLP benchmarks.
RoBERTa[6]isavariationofBERT,whichappliesseveralapproaches
to improve and optimize BERT. In recent years, researchers have
been exploring the capabilities of BERT variations for applications
in specific domains, including the legal [16, 17], medical [18, 19],
and social media [20, 21] domains. These studies aim to assess how
effectively BERTmodels can handle domain-specific linguistic pat-
terns and data requirements, potentially enhancing the performance
of NLP tasks in these specialized areas.

2.2. NLP application in legal analytics

In academic literature, the application of NLP in legal data
analytics is still new, and only a few implementations exist
[22, 23, 29] in predicting court decisions or the classification of
legal data [3] that are used in practical and commercial systems.
Dahan et al. [3] focused on the same problem and trained various
statistical ML methods on manually extracted and curated struc-
tured data features from the Westlaw case data on the awarded
notice period for termination of employment. The extracted data
represented the Bardal factors. An analysis of the correlation of the
various Bardal factors with the judgment is presented in the paper
to validate the ML algorithms, which demonstrate a strong correla-
tion of the Bardal factors with the judgment compared to the other
features of the legal cases [3].

Howe et al. [24] explored several ML approaches, including
pre-trained DL models such as BERT and a shallow convolutional
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neural network, to classify 6,277 Singapore Supreme Court judg-
ments across 31 legal areas. Their findings demonstrated that the
statistical model outperformed the others, achieving a micro-F1
score of 63.2 and a macro-F1 score of 73.3 [24]. Notably, while ML
typically requires large sample sizes for robust model training, the
legal domain often considers 3–4 case precedents as sufficient for
establishing legal principles.

Luo et al. [25] introduced a predictive model for determining
criminal charges using relevant legal articles. They applied a hierar-
chical attention mechanism to generate a comprehensive document
representation. They trained a series of attention layers to identify
the most relevant legislative statutes for each case. The model was
built on 50,000 case records fromChina Judgments Online, focusing
exclusively on criminal charges with at least 80 instances to ensure
adequate data for training. To simplify their analysis, the study was
limited to cases with a single defendant. The model achieved F1
scores of 90.21 (micro) and 80.48 (macro), outperforming several
baseline models.

Hu et al. [26] conducted three experiments on automatic
charge prediction, a task that aims to predict final charges based
on descriptions of facts in criminal cases. In their study, they
performed three experiments that trained multiple baselines includ-
ing the model presented by Luo et al. [25], across three datasets
containing 61,589, 153,521, and 306,900 factual case summaries
from China Judgments Online. They outperformed Luo et al.
[25] achieving macro-F1 scores of 64.0, 67.1, and 73.1 on their
small/medium/large datasets, respectively.

Medvedeva et al. [27] investigated ML techniques for pre-
dicting decisions of the European Court of Human Rights
(ECtHR).

Li et al. [28] employed parameter-efficient techniques that
leveraged extensive legal data extraction from public legal forums
to adapt DLmodels to the legal domain using unsupervised learning.
The outcomes demonstrated that the approach could achieve calibra-
tion comparable to existing SOTAmodels across several tasks while
utilizing a reduced number of training parameters. However, it is
noteworthy that none of these explored DL techniques for analyzing
legal text data.

Lam et al. [29] introduced an approach to enhance a pre-trained
domain-adapted language model. They employed the model for text
embedding by incorporating a classification layer. This augmenta-
tion aimed to facilitate the acquisition of significant legal attributes
for the purpose of detecting similar legal cases of personal injury.

Before making a final decision for a legal judgment, people
often analyze and compare similar legal cases or possible charges
to help them decide [30]. Based on this idea, Zhang et al. [30] pro-
posed a contrastive learning framework to capture the fine-grained
differences between similar law cases for legal judgment prediction
(LJP). Their framework achieved SOTA performance on real-world
datasets.

Building on existing methodologies, our approach applies and
extends domain-specific models to explore the unique aspects of
Canadian employment law in predicting reasonable notice periods.

3. Methodology

This research aims at providing transparent legal services to
the general public in terms of informed advice regarding the notice
period an employee can expect as a decision by our judicial system
using predictive analytics with DL models. Existing legal services
based on AI techniques typically offer black-box legal advice by
requiring the consumers to fill in a brief questionnaire with yes or
no answers. The information is used to produce a single numerical

value indicating the predicted notice period along with a generic
explanation3. Such systemsmay be useful to legal professionals, but
not to the general public, who need to know their chances of getting
good compensation if they take their cases through the courts.

3.1. Overview of the approach

In employment law, reasonable notice is specified as the num-
ber of months for which an employee gets compensated after the
termination of a job. We map the prediction of a reasonable notice
period as a classification task and develop DL models to predict one
of 25 classes, where classes 1 to 24 indicate 1 to 24 months of notice
respectively, and all values greater than 24 are classified as class 25.

Based on the existing literature and the suitability of the SOTA
models for the research problem, we selected several models to
implement and then improved their performance. Due to a lack of
existing literature on utilizing DL in legal text analytics and the data
we used, we implemented a variety of DL models to compare our
model performance for validation and developed the best use case.
We observed that certain outcomes (e.g., 3, 6, 12, and 18 months
of awarded notice period) have a significant number of cases in the
training samples compared to the other outcomes (e.g., 7, 8 months).
Unbalanced training data can result in bias in the trained models.
Few-shot models are designed to work with unbalanced and small
training datasets [31]. We, therefore, chose the few-shot approach as
a starting point in our research, given the lack of data. Justifications
for selecting the models we implemented are given below:

1) Few-shot model by Hu et al. [26]: Due to the simplicity and
ability to attend to and learn data features that influence the pre-
diction outcome from a small set of training data using few-shot
learning, we selected the few-shot model proposed by Hu et al.
[26] to address our problem. We later attempted to augment our
few-shot approach with the self-attention mechanism from Lin
et al. [15].

2) Self-attend model by Lin et al. [15]: We thought that a sim-
pler model utilizing only the self-attention mechanism from Lin
et al. [15] could lead to a more generalizable model. The model
demonstrated its ability to train numerous layers of attention
to focus on multiple topic areas. We hypothesized that each
attention layer could attend to a specific Bardal factor.

3) Hierarchical Attention Network (HAN) by Yang et al. [14]: Given
that our case summaries had a natural hierarchical structure,
where each fact of a case was roughly contained in a single sen-
tence, we thought that the HAN would perform well [14]. The
model can learn to attend to information within the input data
that leads to the correct prediction. Thus, it has the potential to
inform users about the influencing factors that lead to the judg-
ment predicted by the model about the notice period (i.e., the
facts that contribute the most toward the severance calculation).
We implemented a HAN [14] utilizing case summaries to poten-
tially allow better explainability in predicting reasonable notice
awards.

We implemented the following models for validating our
approach:

1) Baseline models: We trained and evaluated numerous statistical
models and selected two best-performing ML models: namely,
multi-linear regression (MLR) and gradient boosting regressor
(GBR), as the baseline models to compare model performances.

3https://www.bluejlegal.com/ca
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These models were trained on manually extracted data features
instead of unstructured text summaries. The data features cor-
respond to the factors defined explicitly in the Bardal case law,
such as the age of the employee, character of employment, avail-
ability of similar jobs and length of employment. We wanted to
compare the DL model performance with statistical ML models
trained on handcrafted data, which is an expensive and few-shot
process as done in earlier work [3, 29].

2) Time-consuming models: Since Transformer-based architectures
have been dominating NLP benchmarks (e.g. GLUE [11]), we
also implemented two popular models: RoBERTa [6] and BERT
[5]. These models effectively capture contextual information
into rich embeddings suitable for downstream classification
tasks, while also minimizing the reliance on expensive hand-
annotated labels. We domain adapted the general pre-trained
RoBERTa [6] and BERT [5] and used the generated embeddings
to feed into a classification layer to predict the class of notice
period.

We explain the domain adaptation and data preprocessing
approaches in the subsequent sections.

3.2. Domain adaptation

In recent years, deep pre-trained language models (PLM) such
as RoBERTa [6] and BERT [5] have dominated a variety of NLP
benchmarks. However, due to the heavy computational overhead
and resource requirements, it is very difficult for individuals and
small organizations to pre-train language models. Fortunately, large
companies such as Google and Facebook provide the weights
of PLMs to assist researchers who do not have access to high-
performance computing hardware [10, 32]. These PLMs, however,
perform poorly when applied to domain-specific areas such as
medical [33] and legal domain [29].

Domain adaptation uses BERT-base vocabularies and texts to
adjust the weights and enhance the performance of the general
PLMs on domain-specific data. Many studies have demonstrated
that this is the right path to take [29, 33, 34]. To better domain
adopt PLMs, we utilized Facebook’s pre-trained RoBERTa4 and
Google’s pre-trained BERT model and continued training the pre-
trained models using approximately 4 million cases from Harvard’s
case law project. After consultation with our legal partners, it was
determined that the legal language of American case law and Cana-
dian case law had significant overlap as they were both derived from
British law. Cases before 1960 were evaluated by final-year law stu-
dents who determined these cases to be linguistically different from
present-day legal documents, and thus, these cases were removed.
We note that the Harvard case law project involved collecting
case law from the United States. Furthermore, we experimented
with domain adapting RoBERTa on 10,000 complete insurance
cases. A visualization of the domain adaptation process is shown in
Figure 2.

3.3. Data and preprocessing

We use case summaries that were generated by human annota-
tors and provided by Westlaw5 (Figure 1). The Westlaw Quantum
Service6 provides concise summaries of cases, often including the

4https://github.com/pytorch/fairseq
5https://www.westlawnextcanada.com/
6https://www.westlawnextcanada.com/quantums/

Figure 2
Flow diagram of domain adaption

judgment on the notice period granted as part of the severance pack-
age. An example of a case summary used in our research is given
in Figure 1. The summaries provide a quick overview of the case
and a description of the plaintiff, which usually consists of around
150 words compared to the 1000+ words in a full case description
to avoid noise and information overload that can negatively influ-
ence the results. From the Westlaw website, we had to manually
select and download the case summaries for this work. Next, we
developed a method to extract selected information from this sum-
mary to prepare the data needed to train our models. To focus on
predicting an appropriate notice period, we carefully excluded all
references to the judgment about the notice period, retaining only the
factual details regarding the plaintiff and the specifics of the case.
Additionally, to train some of the models, we extracted key infor-
mation from the structured part of the summaries, such as the year
of the judgment, occupation type, age, salary, job title, and length of
employment, and enriched the unstructured data with these details.
The information was not prepended to the data if it was not found.

To map the problem of reasonable notice prediction as a classi-
fication problem, we preprocessed the data for model development.
We labeled each case with a class value of 1 to 25 based on the num-
ber of months awarded as the notice period, with the exception of
class 25, which represents 25 months or more.

Figure 3 shows an example of the prepared data, which
includes the case number, case reference (citation), judgment
(months of notice period), and summary. To train most of our DL
models, we only use the summary and outcomes as input, with the
exception of our domain-specific model, which utilize additional
hand-annotated labels.We apply additional data preprocessing using
SpaCy [35] as it is a quick and lightweight tool commonly used for
tokenization for all models except for BERT-based ones. The data
preprocessing pipeline is shown in Figure 4.

In the next section, we explain the model architecture and
implementation details.

4. Implementation

The different model implementation details are described
below.

4.1. Model implementations

4.1.1. Baseline models
We trained and evaluated numerous statistical models for an

accurate comparison. We, thereby, selected the two best-performing
statistical ML models, namely, MLR and GBR. A team of law stu-
dents extracted data features from the legal case descriptions and
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Figure 3
Example of preprocessed data for calculating reasonable notice

Figure 4
Data flow for predicting reasonable notice

summaries based on the factors defined explicitly in the Bardal case
law, such as the age of the employee, character of employment,
availability of similar jobs, and length of employment. These data
features were entered into a CSV (comma-separated values) file in
categorical format or natural language.We extracted the values from
the CSV file and used them as input data and labels to train the
baseline statistical ML models.

After removing entries with missing variables, our dataset
comprised 938 cases, of which 750 were used to train the mod-
els, and 188 were used as a holdout set for testing. Although there
was some overlap in the cases used to train the baseline models
with those used to train the DL models, the cases in this dataset
were significantly different from those used in our DL experiments.
Hyperparameters for both statistical models were selected through
an exhaustive grid search using 10-fold cross-validation.

4.1.2. Approach I: Multi-attention model with few-shot
The model we created was heavily inspired by Hu et al. [26],

with a key difference. Instead of generating a single attention vector
for each attribute (e.g., a person’s age), we adopted the sentence
embeddings presented by Lin et al. [15] and generated r number of
attention vectors for each attribute. The model attended to multiple
parts of the text at once for a single attribute and computed the sum
of the resulting attentionmatrices to form the final attentionweights.

We took the facts of a case (Westlaw summaries), tokenized
and parsed them using SpaCy [35], and embedded the tokens using
a pre-trained GloVe [36] text embedding model as shown in the Text
Encoder component in Figure 5. The process created 840 billion
tokens, each having a dimension of 300. The embeddings were fed
into a bidirectional long short-term memory (BiLSTM) [37] model
to learn the representation of the text sequence by the next term pre-
diction task. The model produced n hidden states, each of dimension
u as shown in Equation (1). The hidden states from both forward and
backward directions were then concatenated together at each time
step i as shown in Equation (2).

H = (h1, h2, h3, . . . hn) (1)

hi = [←h t; ⃗ht] (2)

where n is the number of words in the sequence and [;] is the
concatenation operator, which makes each hi of dimension 2u.

The encoded text representation was then sent to two sepa-
rate modules, Attention and Max Pooling, as shown in Figure 5, to
produce a multi-attention and an attribute-free representation. The
first attribute-aware module, inspired by Lin et al. [15], took the
encoded facts from the BiLSTM encoder into each separate atten-
tionmechanism (represented by each row of “n attribute predictors”)
in the Attention module in Figure 5. Together, r rows of the atten-
tion mechanism represent the r dimension attention vector each
computed using Equation (3). The attention vector helps predict K
attributes. The attention mechanism was implemented using a two-
layer multi-layer perceptron (MLP) without bias, where the first
hidden dimension size was r, and it produced the attention alphas
for the encoded states r*u. The output generated K different sets
of attention alphas, each of size r*n, one for each attribute. The
equations stated below are from Lin et al. [15]. The attention alphas
are calculated using the two-layer MLPs, as shown in Equation (3).

A = sof tmax(W j tanh(WHT)) (3)

where W is a shared feature matrix across all attributes and Wj
is the individual context vector of each attribute. Softmax is used
to normalize the attention weights and not to create a probability
distribution. Our sentence embedding is defined as:

S = AH (4)

where H ∈ Rn*2u for the resulting final representation S ∈ Rr*2u.
Consistent with the original approach of Lin et al. [15], we used

the Max Pooling module to get our final document representation
from H, as shown in Figure 5. The max pooled document repre-
sentation is combined with the sentence embedding vector from the
attentionmodule to predict the severance. The combined representa-
tion is passed through a two-layer MLP with a hidden layer of 2000.
This was done for each attribute.

pl = argmax (w1,l tanh(w2,l (maxpool (sl)) + bl)) (5)
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Figure 5
Overview of few-shot model with few-shot

where l ∈ [0, K]. For the representation to be used in severance
prediction:

out = [attraware; attr f ree] (6)

where attraware is the average pool of the attention weights si for
i ∈ [0, K] and attrfree is the max pooling of H. The final severance
is determined using a linear transformation:

severance = argmax(sof tmax(Wsev out + bsev)) (7)

We used a supervised learning approach, and the loss function is
defined as:

L = Lseverance + 𝛼Lattributes (8)

where alpha is a hyperparameter, and both losses are defined using
cross-entropy.

We used pre-trained 300-dimension GloVe vectors [36] that
were fine-tuned on legal data with a hidden dimension of 300 and
a dropout rate of 0.5. The model employed an attention mechanism
with r set to 30. We used an Adam optimizer with a learning rate of
0.001 and reduced the learning rate by a factor of 0.95 when the met-
ric stopped improving. Four labels were used to train the attraware
mechanisms (predicting the length of employment, age of employee,

character of employment, and availability of similar employment).
These labels were hand-annotated by a team of Queen’s Law stu-
dents. Alpha had a value of 0.3, and each epoch took approximately
8 min to complete.

4.1.3. Approach II: Self-attention model
We believed that a simpler model with enhanced sentence rep-

resentation could improve the classification of reasonable notice.
We wanted to determine how accurately the parts of the text we
autonomously learned truly aligned with the Bardal factors affirmed
by the Supreme Court of Canada. Theoretically, by only using the
severance labels, the self-attention model can be trained to focus
on generalizable attributes that are shared across all training cases.
The input into this model is the same as the previous attribute-
aware model, but the only labels we used for training were the final
severance predictions.

This implementation is similar to the multi-attention few-shot
models, except we utilized only self-attention and expanded the
number of self-attended layers to r. We replicated the model as
shown in Figure 6 based on Lin et al. [15], which reported signifi-
cant improvements in results when compared to techniques using a
max pooling approach, the traditional method of creating sentence
embeddings.
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Figure 6
Overview of self-attention model

A sequence is initially encoded using a multi-attention neural
network (usually an LSTM or gated-recurrent unit (GRU)), and
the resulting hidden states are concatenated together at each time
step. The resulting hidden sequence H is of the size n*2u, where
n is the number of tokens in the sequence and u is the size
of the hidden states as described before. H is then passed onto
the self-attention mechanism implemented using a two-layer MLP
(without bias) having a hidden layer of size r and producing
the attention alphas or weights (A) as the encoded states using
Equation (3) as in the bidirectional model. Equations from Lin
et al. [15] explain the computation of the attention alphas. The
final sentence embeddings are computed using Equation (4). Each
sequence generated an attention matrix of r*2u as before, where r
is the number of hops of attention. The intuition behind the hops
of attention is to force different hops to focus on different areas
of the sequence, and to reinforce this, Lin et al. [15] introduced a
novel penalty function as shown in Equation (9), where the model
is penalized for having similar attention weights in each hop. In
the case of no overlap, P equates to 0; otherwise, it returns a
positive value. F represents the Frobenius norm.

P = ||||AAT − I||||2F (9)

We utilized a pre-trained and fine-tuned 300-dimension GloVe
embedding model [36] as before, along with a two-layer MLP with
a hidden dimension of 300, a dropout of 0.5, and an attention r of
30. The Adam optimizer with a batch size of 64 and a learning rate
of 0.001 was used, where the learning rate decayed by a factor of

0.95 when the metric for loss stopped improving. Each epoch took
approximately 6 min to execute.

4.1.4. Approach III: Hierarchical Attention Network (HAN)
To better replicate the human judicial-thinking process, we

implemented a HAN, introduced by Yang et al. [14]. In the HAN,
we broke down each case summary into its sentences using SpaCy’s
[35] sentence-bound detection. At the sentence level, we learned
the importance of individual tokens tokenized by SpaCy through a
multi-attention attention layer. The word-level attention and word
embedding were used to create the sentence representation. Since
each sentence in our summary can be seen as a separate fact, we
learned separate attention weights to represent the document as a
weighted sum of factual representations.

Extracting deep semantic and contextual understanding from
text data is essential for every NLP task. The words are embedded
(e.g., using GloVe, Word2Vec, etc.) and encoded using a bidi-
rectional GRU. A BiLSTM [37] can replace the GRU, as both
architectures often produce similar results. The encoded word-level
representations are then sent through an attention layer to pro-
duce sentence-level attention weights. Aweighted average using the
attention weights and hidden word representations is used to create
sentence vectors. Similar to the word level, the resulting sentence
representations of a document are then passed through a different
bidirectional GRU [38] to generate hidden representations and a
sentence-level attention layer. The final document representation is
derived from the weighted sum of the word-level attention weights
and the sentence encodings.
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We employed pre-trained 200-dimensional GloVe vectors [36]
combined with a BiLSTM [37] model, which had 75 hidden
dimensions and a dropout rate of 0.5. Additionally, an attention
mechanism with 30 attention units and a 50-dimensional attention
layer was used. The model was optimized using stochastic gradi-
ent descent [39] with a learning rate of 0.06, batch size of 32, and
momentum of 0.9. The learning rate was decreased by 0.95 when
performance plateaued, and each epoch took approximately 6 min
to run.

4.1.5. Approach IV: Legal Adapted BERT
The BERT [5] and BERT-inspired architectures have recently

been dominating NLP benchmarks [11]. Although the architec-
ture was not novel as it utilized the Transformer, the combination
of transfer learning and domain adaptations made a significant
contribution to NLP.

In applying BERT to predict reasonable notice awards, we
domain adapted the language model on full reasonable notice case
descriptions as well as the Harvard case law dataset instead of only
the handwritten summary data by continual pre-training. The result-
ing Legal Adapted BERT (LA-BERT) was then used to train our
downstream classification task of determining the reasonable notice
period. To circumvent the 512 token limits of BERT, we used legal
case summaries as the input instead of the full case description,
where our case summaries had a maximum token length of 414. As
BERT has a generalized understanding of the English language, we
believe utilizing the contextualized embeddings from BERT could
augment our aforementioned models to provide better results.

4.1.6. Approach V: Legal Adapted BERT + self-attend HAN
Rather than using pre-trained GloVe vectors which were

derived statistically, we domain adapted our BERT model on full
employment case descriptions and the judgments. We then uti-
lized the domain-adapted BERT7 model to generate embeddings
of only the case summaries. Embeddings were further adjusted
through back-propagation when we trained the classification model
to predict reasonable notice. We used the LA-BERT embeddings
in both the self-attention and the HAN models, as they were our
best-performing models. Unfortunately, we noticed an approximate
23–15% drop in accuracy to 44% for the BERT+HAN and an accu-
racy of 51% for the BERT+Self-Attend. We believe we did not
have enough data to be able to correctly leverage the large (768-
dimension) embedding size. We note that our BERT embeddings
were frozen and were not fine-tuned.

We also utilized the pre-trained BERT model from Hugging-
Face to generate word embeddings, setting the hidden dimension to
300, a dropout rate of 0.5, and an attention parameter r at 30. The
training was performed using the Adam optimizer with a learning
rate of 0.001 and a batch size of 32. The learning rate was reduced
by 0.95 when performance plateaued. Each epoch took around 14
min to complete.

4.1.7. Approach VI: Legal Adapted RoBERTa
For our Legal Adapted RoBERTa (LA-RoBERTabase) imple-

mentation, we continually pre-trained the masked language model
using five epochs on the full reasonable notice judgment case
descriptions and Harvard case law dataset. The classification model
was trained on 1,695 case summaries. The last model was used
to perform a classification on our 409-case holdout set. The

7https://github.com/huggingface/transformers

effectiveness of each model is evaluated based on accuracy, as
detailed in the next section.

4.2. Experimental setup

All experiments were conducted on an IBM Power8 server fea-
turing 512 GB of RAM, 64 hyper-threaded cores (128 threads), and
4 K80 GPUs with Nvidia. The system ran on Red Hat Enterprise
Linux Server 7.6 with a ppc64le architecture.

5. Validation and Results

We combined multiple SOTA models to implement our novel
multi-attentionDLmodel for predicting judgments. Attention-based
models are well-suited for legal text analysis, as their mechanisms
enable them to focus on the most relevant parts of complex docu-
ments such as key legal factors. By visualizing attention weights, we
gain insight into what the “black-box”DLmodel is focusing on, pro-
viding a clearer understanding of its decision-making process. This
makes attention-based models particularly effective and transparent
for applications in legal domains where interpretability and context-
sensitive analysis are vital. It is difficult to compare the results of
our experimentation as there is no comparable work for reason-
able notice prediction. Therefore, we implemented baseline models
to compare model performances and develop the best-performing
model. During the period of this research, black-box large lan-
guage models such as Legal BERT had not yet been released.
Consequently, we did not incorporate it into the comparative
analysis.

Our dataset comprises 1,695 cases for training and an addi-
tional 409 cases for testing. We did not use a validation set. The
prediction was classified as correct if it was within +/−2 of the
ground truth labels to account for situational variability.

5.1. Results

Our RoBERTabase model had the highest accuracy of 69%.
HAN had an accuracy of 67%, self-attention had 62% accu-
racy, few-shot achieved 57%, LA-BERTbase achieved 64%, and
LA-RoBERTabase achieved 65%. The results are summarized in
Table 1. For explainability, we utilized the attention areas of the text
in our model to create heat maps. We compare the attention weights
from two separate models, HAN and self-attention, as shown in
Figures 7 and 8, respectively. To achieve this, we overlaid attention
weights from our models onto the original text to generate a heat

Table 1
Summary of results

Approach Acc. (+/–02)
Few-shot w/ Multi Attention 51%
Self-attention 62%
HAN 67%
LA-BERTbase 64%
LA-BERTbase + Self-Attend 51%
LA-BERTbase + HAN 44%
LA-RoBERTabase 65%
RoBERTabase 69%
MultiRegression (baseline) 55%
GradientBoost Regressor (baseline) 59%
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Figure 7
Heat map of a correct reasonable notice prediction using HAN

Figure 8
Heat map of a correct reasonable notice prediction using self-attention

map, where darker shaded areas represent higher attention. While
the attention weights seen in both figures resulted in an exact pre-
diction as the ground truth, we observe that different emphasis was
placed on different areas of the text. While there was a heavy focus
on the defendant’s field of work in Figure 7, this emphasis was
not a part of the prediction in Figure 8. Instead, the self-attention
model focused more on the job category, “superintendent.” We also
note that the majority of high-attention areas of the text do align
with the Bardal factors, such as the age of the employee, length of
employment, and character of employment.

5.2. Critical discussion

Several insights were gained from the study as summarized
below.

Domain Adaptation: Interestingly, similar to the obser-
vation of Lam et al. [29] and Li et al. [28], the multi-attention

RoBERTa model performed worse than the out-of-the-box
version. The RoBERTabase model was trained on 160 GB of
English language corpora that spanned a variety of sentence lengths
and domains [6], giving RoBERTa a generalized understanding of
language. We believe that our handwritten summaries from West-
law’s Quantum service are more aligned with everyday language
than common legal parlance, giving RoBERTa an edge on the legal
classification. An additional factor contributing to the underperfor-
mance of LA-RoBERTa compared to the out-of-the-box version
could be attributed to the approach of continual pre-training.
This approach resulted in maintaining an identical vocabulary for
LA-RoBERTa as the original version. Consequently, despite engag-
ing in domain-adapted pre-training, the vocabulary of LA-RoBERTa
failed to accurately represent the legal domain [18]. A potential
strategy to address this issue is to perform domain adaptation
from scratch, similar to the methodology employed in
PubMedBERT [18].

Pdf_Fol io:1010



Journal of Computational and Cognitive Engineering Vol. 00 Iss. 00 2025

Use of Summaries versus Full Case Description: Typically,
longer descriptive text is preferred over summaries to extract more
useful information.Our use of summariesmay have introduced some
error due to lack of information [40, 41]. Although the full case
text contained more information than a case summary, a survey by
Cui et al. [42] notes that many LJP systems struggle with the non-
standardized nature of legal documents. It complicates the extraction
of relevant facts and often results in incomplete or biased inputs to
the model. The case summaries also posed an issue of filtering as
we needed only the factual statements of the case and had to exclude
any reference to the analysis of the presiding judge or the outcome,
which we were attempting to predict. Unfortunately, the court cases
did not have a standardized structure,making it difficult to extract the
factual statements from the case summaries. In addition, some case
summaries were truncated as they contained more than 512 tokens,
which may have resulted in further information loss.

Model Performance: Overall, we observed that attention-
based models with pre-training, particularly RoBERTa, proved to
be significantly more effective in predicting legal outcomes com-
pared to other methods, achieving the highest accuracy of 69%.
Among all models tested, RoBERTa’s attention mechanism allowed
it to capture contextualized, task-relevant information across the
text, contributing directly to its superior performance. In contrast,
we found that other attention-based models, such as the “domain
adaptation w/ Multi Attention,” “LA-BERTbase + Self-Attend,” and
“LA-BERTbase + HAN,” did not outperform traditional statistical
methods. “Few-shot w/ Multi Attention” used GloVe embeddings,
which provided static, fixed embeddings for eachword.While effec-
tive in some applications, this approach limits the model’s ability to
capture the nuanced, contextualized meanings present in legal text,
where a word’s meaning often depends on the surrounding context.
This lack of contextual flexibility may have contributed to its com-
paratively lower performance. “LA-BERTbase + Self-Attend” and
“LA-BERTbase + HAN” struggled to outperform baseline methods,
which we attribute to the additional layers in these configura-
tions. While BERT-style models effectively captured hierarchical
language features from syntax to semantics through their layered
structure. Adding more layers can introduce overfitting or even
“forgetting” effects, where some learned representations from the
pre-training phase could be lost. This limits the model’s ability to
generalize effectively on new data.

Other Factors: As research on applying deep learning to the
field of law is relatively new, we built numerous models that have
shown success in other fields. Although themodels we implemented
performed well in other domains, they did not perform as expected,
possibly due to the stark contrast between the language used in law
and the other domains. Furthermore, using deep learning to classify
legal cases removes the human element involved in judgments. It is
possible that emotional components are being considered during the
court case, which our models are unable to process.

We strongly believe that there may be too many idiosyncrasies
in law and discrepancies between judgments for cases to be per-
fectly predicted. Throughout our research, our legal team found that
judges often decide cases using factors that are beyond the precedent
affirmed by the Supreme Court of Canada. For example, in Brien v
Niagara Motors Ltd., the plaintiff was awarded a higher severance
due to the employer acting in bad faith. Combined with the subjec-
tive nature of judges and consistent with the literature, we believe
it is not possible to achieve very high accuracy scores [3]. Often,
judgments are overturned on appeal, where appellate courts deter-
mine that trial courts have failed to give an appropriate consideration
to the Bardal factors. For example, in Bohemier v Storwal Interna-
tional Inc., an appellate judge increased the amount of reasonable

notice from 8 to 11 months after determining that the trial judge did
not put enough weight on the length of service.

Our analysis acknowledges the inherent subjectivity and vari-
ability in legal case outcomes as key factors influencing model
performance. It is also reflected in our model’s performance, as
achieving an accuracy beyond 69% proved challenging due to
inconsistencies in judgment patterns. We suggest that the tool can
be used for decision support as a supplementary for the legal experts
to highlight the facts and not for full automation of the judgment
system. This context is essential for framing model performance
realistically and understanding its limitations in the legal domain.

6. Conclusion

In this paper, we explored the domain of legal case data for
predicting judgments. We implemented an end-to-end pipeline to
preprocess the legal data using NLP techniques to filter and extract
important tokens. Then, we converted these tokens to word embed-
dings to feed into a predictive model to generate the notice period
as the output. We explored leading deep learning models for creat-
ing text encoding and classification and implemented a variety of
attention-based models. For explainability, we generated heat maps
from the attention scores to demonstrate whichwords are attended to
for correct predictions, which interestingly correspond to the estab-
lished list of Bardal factors. The reported accuracy of 69% alongside
other performance metrics provides a solid foundation for pursu-
ing future studies to improve the accuracy further considering that
there were no studies on Canadian employment law at that time. For
practical applications such as decision support systems, more work
would be needed to not only test the efficacy of the AI models but
also to add explainability and context analysis through future work.

In the future, we plan to develop an end-to-end data extrac-
tion pipeline for the full text focusing on the Bardal factors and the
information learned from the analysis of the summaries. The heat
maps presented in this paper provide important information that led
to the judgments, which can be used to extract further contextual
information from the full text. Exploring other models and different
learning strategies such as knowledge distillation can also help with
exploring the legal text data for judgment prediction.
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