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Abstract: The intelligent cyber security model for intrusion detection with federated machine learning is based on distributed learning
protocols for processing data and training models while preserving data security and privacy. Data owners can use the federated machine
learning architecture to create a standard intrusion detection system by transferring their data without revealing private information. Taking a
global approach to fraud management, models based on predictive analysis and anomaly detection are developed using a federated learning
model. By leveraging unsupervised machine learning algorithms, the system can find new and unconventional ways fraudsters make a
move by recognizing intricate relationships within them. In addition, the system can develop an adaptive intrusion detection solution with
current new profile downloads and model training. This model is a handy and effective mechanism culminating in distributed architectures
and proper data processing protocols to develop radical improvements in security systems to counter cyberattacks. Also, the model seeks to
enhance cyber security systems since federated learning combines the strength that comes with advances in data analysis techniques, which

helps in the detection and response to cyberattacks.
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1. Introduction

Adversarial attacks are capable of causing obvious and
widespread harm to today’s organizations. The machine learning
(ML) models to present times are falling vulnerable to adversar-
ial attacks at an alarming rate, and this vulnerability can go a long
way in redefining the way modern organizations operate. All you
need to know is that an adversarial attack is when an attacker cre-
ates bad data such that an ML model predicts a test point wrong.
Such an attack could result in bad decisions or even harm end users
[1]. These organizations must have some input processing or fil-
tering mechanism to protect against the input features that contain
adversarial examples, which could be used to attack them. Always
tracking the input features of the model is one strategy that seems
to work well. It is also possible to find features that show malicious
intention when using data in the model [2]. Identify those features,
and you can remove or split them from your model. A permutation
is used to use multiple ML models as a supplement to find mali-
cious input. For instance, an ensemble of various models, random
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forest, logistic regression, and possibly even a straightforward sup-
port vector machine will have its features. The malicious intent can
be laid bare by any of these [3]. When an attacker tries to man-
ufacture an input that would lead to a misclassification of a test
point, the models should be trained to detect the attack and refuse
the input, blocking the attacker from attacking the end user. In addi-
tion to the techniques described above, organizations must ensure
their ML is safeguarded from how it was built [4]. For instance,
every model should include rigid input validation methods that will
help ensure the input is not malicious. Finally, organizations need
to continually patch and monitor ML models to maintain their secu-
rity and safety. Organizations should inoculate themselves, as it
were, against an attack on their ML models [5]. Organizations can
protect themselves against adversarial attacks by carefully moni-
toring input features, using different ML models, and watching for
design flaws in real production environments. No single “minimal
feature set” can be used to classify malicious code reliably [6].
However, several characteristics must be considered to properly cat-
egorize a specific piece of malware rather than just one. First, some
feature sets should be derived from malicious code properties. The
type of threat can be identified by properties like size, configura-
tion, code logic, etc., of any given malware sample. Moreover, signs,
for example, John Hancocks, encryption keys, or other manifest
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attributes (marks), can also help to distinguish malicious code [7].
After researching the features of the code, the second process is to
examine the behavior generated by the malicious code. Some behav-
iors that can be examined include trying to call out external domains,
processes created by the malware, and files that malware may have
dropped [8]. The impact of the misbehavior can be one of the ways
to create an end-to-end threat, and it can generate a full threat pro-
file using this. This might include changes made to the system (e.g.,
altered registry, creating new files) and information or data stolen
[9]. This set of attributes, characteristics, and behaviors can then
create a rich feature set for each attribute to correctly classify any
particular malware sample. Such an awareness is crucial to deter-
ring new threats, and because threats evolve, how they are addressed
must also do so [10]. Real data is data that has not been altered in
any form. By its correspondence with what is going on, one can
be assured of the accuracy and the reliability of the results of their
investigations referred to in the data. Decision-making is impossible
without accurate data as it is a trustworthy source of information on
which decisions are made. However, maliciously augmented data
is the augmented data that has been intentionally manipulated and
changed to have the desired results [11]. People have done this for
many reasons, whether abhorrent or to move the needle a little in one
direction. If there were no sound to accompany the visual images,
it could easily look like straight footage taken at a riot, and that
is hugely dangerous: augmented data used to make claims or deci-
sions. Data can be either real, similar, but modified or deliberately
forged, and the cost of entangling the false state of affairs might be
extremely severe [12]. Understanding the differences and validat-
ing the data are essential, as all the business branches will rely on
it for future-planned decisions. This has been the years of a new
era, an era of cyberattacks on different kinds of organizations and
industries all over the world. A great incident response commu-
nity is an essential part of defending against these types of attacks.
While incident response is crucial in any security stance because
new attacks can be found with little or no awareness, the growing
number of attacks requires broader and more reactive countermea-
sures [13]. Federated machine learning (FML) is a hot research area
that enables organizations to learn from collectively observed data
from different data sources in a distributed manner without shar-
ing these data sources in their raw (unprocessed) forms. With FML
and distributed computing, organizations can create a stronger inci-
dent response model and more accurately flag future alerts on the
fly. FML offers numerous benefits over traditional incident response
techniques. It enables organizations to carry out ML-based data pro-
cessing on data originating from multiple distributed sources more
efficiently, enabling them to train prediction models on various
data sources. Second, FML models can be trained from encrypted
data and support the containment of privacy by design by ensur-
ing that organizations can not only return the promise of privacy
to user data but also do so while still allowing useful predictive
features to be derived from the data [14]. FML further helps organi-
zations build the models without sharing the data, reducing the risk
of data breaches. FML further enables a response to the changing
world of cyber as well. Organizations can then automate respond-
ing by collaboratively training models to iterate on the feedback into
their incident response policies quickly. By allowing FML to auto-
mate incident response processes, automating human intervention
can reduce human errors. The FML response process can be auto-
mated to reduce human errors due to manual handling [15]. FML
presents a viable way to construct a more reactive joint defense strat-
egy against adversarial threats. Nevertheless, a broad spectrum of
these functionalities may also present privacy, scalability, and relia-
bility issues. In developing effective incident response mechanisms

224

based on FML, it is necessary to analyze existing ways to use FML
and its shortcomings, design solutions, and control the model’s per-
formance. In summary, the main outcomes of this research are as
follows:

1) Automated detection: FML simplifies automated detection by
tokenizing the data and matching it with a predefined pattern for
the adversarial attack. Feature-based detection such as this, when
used for anomaly detection, can quickly respond to unusual
activities so they can be identified.

2) Extensive monitoring of activity: FML means the system is
heavily monitored, collecting data from multiple distributed
sections. It offers complete visibility into activity, as well as the
ability to detect anomalies sooner.

3) Enhanced data security: One of the primary advantages of FML
is that the system allows the secure sharing of data among
distributed sources without being concerned by data leaks or
unauthorized acquiescing issues. Ensuring the system data is
more secure.

4) Decrease alse positives: One of the features of ML is that it can
improve incident response time by seeking lost people anytime
and reducing false favorable rates using FML techniques. It mit-
igates the likelihood of false positives, which can result in higher
costs and wasted time.

5) Faster issue response time: The decrease in the time it takes to
identify suspicious activity results in quicker response time to
address the issue. This helps the system efficiently respond to
and break down harmful intrusion.

2. Literature Review

Verma et al. [16] discussed a type of artificial intelligence (Al)
based method used for cyber security. Industrial sector Al is designed
to detect and block attacks on linked systems in the intelligent man-
ufacturing space. It does this through ML algorithms that look over
data orientated from various angles to try and identify anomalies
and hacker issues. The data that this algorithm uses is shared in a
secure, distributed environment without being copied and updated
continuously. It can detect intrusions and malicious activities, notify
the security team, and respond to them immediately. This kind
of Al approach also serves the intelligent manufacturing sector to
improve security and threat detection. A study has defined an intru-
sion detection system (IDS) with ML applied to improve detection
performance and reduce false alarms [17]. Federal Intrusion Detec-
tion System (FIDS) combines unsupervised learning and supervised
learning and ML algorithms. Unsupervised learning helps detect
anomalies: once supervised learning creates a model from the nor-
mal behavior of the network, unsupervised learning is used to find
abnormal patterns. This robust set of ML algorithms enables FIDS
to catch a new attack that traditional IDS behavioral patterns might
miss. The best approach is to implement an acquisition IDS solution.
Agrawal et al. [18] explored the approaches to detect cyber-attacks
on a set of computer systems with intermittent or delayed connec-
tion to some real-time (streaming) data presented. It will assign
a weight to each node based on whatever data it has processed.
These weights are applied as multipliers in a sum formula, rep-
resenting an average consensus of the system or network’s attack
level. This allows main updates on the overall security level
of the system, even if, for example, some of them are lagging
due to their connection or hardware. Friha et al. [19] conducted
research on industrial Internet of Things (IoT) networks. A federated,
privacy-preserving IDS using differential privacy and Differen-
tial Federated Learning (DFL) is proposed by Friha et al. [19].
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The system uses federated learning to create distributed intrusion
detection models rather than relying on centralized or shared data.
In addition, differentially, private algorithms de-noise the input and
thereby minimize the risk of privacy leakage for all nodes, which
is beneficial for the privacy of all nodes. This allows for finding
assaults at extraordinary levels without compromising the confi-
dentiality of any touchy facts. It would detect and prevent multiple
threat categories in industrial IoT environments, such as SQL injec-
tion and brute force. Naeem et al. [20] proposed a federated learning
framework to enhance static anomaly intrusion detection models.
Building on active learning and semi-supervised learning concepts
is the solution. The library employs federated learning techniques
to alleviate privacy concerns associated with models and exploits
semi-supervised learning to leverage the labeled data requirement.
Traditional ML approaches generally perform benefits; thus, this
framework can outperform by utilizing edge node data collected
from hundreds of meters away. The advancement provides a high-
level security architecture in ZSM networks, allowing them to get
more accurate intrusion detections via federated learning.
Tabassum et al. [21] proposed a system that uses federated
learning for a distributed Al-enabled method to detect malicious
threats without compromising user privacy. Specifically, this sys-
tem utilizes GANs to generate simulated realistic malicious traffic
to train a central intrusion detection model via federated learning.
A central model is trained using federated learning, improving the
detection of malicious threats while maintaining the users’ privacy.
Abdul Rahman et al. [22] explored an emerging security technol-
ogy that could detect suspicious or unwanted behavior within the
created IoT in more general devices. It’s a proactive approach to
discovering malicious [oT devices and network behavior. It lever-
ages multi-sensory-based data collection, in-depth data analysis,
and ML, among various others, to discover potential threats. The
purpose of intrusion detection is to ensure that no malicious or unin-
tended activity goes unnoticed and that no attacks are detected or
thwarted. Liu et al. [23] explored that blockchain-centric consen-
sus decomposition and isolated execution engine for trustworthy
decentralized computing describe a distributed digital ledger sys-
tem that allows secure peer-to-peer transactions without a central
authority. The automotive sector is one of the sectors in which it is
used. Federated learning is a decentralized ML technique that only
uploads the updated model from the user to the server, thus allow-
ing collaborative prediction model building without revealing user
data. This method is well suited for edge computing applications,
enabling cars to train models in conjunction with each other and
preserving data privacy. Federated learning for collaborative intru-
sion detection to jointly achieve federated learning and vehicular
sharing models to recognize malicious behaviors using the context
and data in vehicular edge computing. To do that, in this approach,
it could exchange the model changes (weights, model parameters,
etc.) safely. Making these updates available to cars may help these
detection algorithms be more precise in detecting security risks in
the future. Moreover, blockchain technology ensures that data is in
an open space. As a result, anyone can trust it because they can com-
municate through the immutable channel of the shared ledger; thus,
no one can tamper with it. Khan et al. [24] explored a more detailed
analysis of blockchain-based approach and the application of decen-
tralized ML methods in enabling Unmanned Aerial Vehicle (UAVs)
to cooperate to sense and avoid threats, including cyber intrusions
that can become air-based attacks. The system comprises shared data
exchange mechanisms to allow the collaboration of UAVs equipped
with neural networks to identify and classify detecting/labeled intru-
sions. The system also uses a blockchain approach to store detected
intrusions for access to them in the future, with the ability to keep

records of the actions of drones. This also validates the information
gathered from multiple UAVs, stores it securely, and collaborates
between UAVs. Markovic et al. [25] have proposed an effective
security approach that combines shared learning with distributed
data to detect and prevent these malicious acts. It models a random
decision tree to classify data from multiple sources and applies a fed-
erated learning algorithm to integrate and analyze the data. This will
help advance IDSs with enhanced accuracy and user data privacy.

An advanced level of ML was also discussed by Sun et al. [26]
in the network security domain. This way, elasticity trains each ML
model, based on different LANS, to learn and share that know-how
independently without moving confidential data. The divided feder-
ated learning and large-scale multiple LAN architectures can make
intrusion detection more accurate. In this way, training data can be
distributed across many LANs, making the ML models learn from
each other’s data and more accurately improve the detection sys-
tem. Nguyen et al. [27] introduced a possible attack by maliciously
injecting data into the training set, with the implication of classifying
the IoT traffic mistakenly. The effects of the attacks could be dire,
causing an apparent attack or non-attack, creating an attack vector
for a malicious exploit. Federated learning-based IoT IDS must fol-
low a well-access control system and a well-defined privacy and
security policy. Mosaiyebzadeh et al. [28] reported an Al-based dis-
tributed ML framework to detect anomalous and malignant behavior
in an loT ecosystem. It identifies security events and evaluates inter-
IoT device communication and behavior through federated learning.
The system helps identify malicious activities, ensure data secu-
rity, and secure [oT infrastructure. Vadigi et al. [29] have proposed
an ML model for detecting cyberattacks (intrusions). In this system,
using the dynamic attention mechanism and federated learning, we
can detect malicious data patterns and the behaviors of malefic data
downstream on remote networks, which will help identify and pre-
vent hidden malicious activities. Its main role is to use the usual
or malicious pattern-based data classification using unsupervised or
semi-supervised methods. The system also tags the bad data pat-
terns, reducing the effort to detect them. Furthermore, the dynamic
attention mechanism focuses on the critical data patterns rather
than the whole data, making it easy for the system to analyze and
detect malicious patterns effectively. Popoola et al. [30] proposed a
sort of ML utilizing multiple individual networks to cooperate and
communicate to enhance the efficacy of detection of cyber threats.
Multiple networks are trained with the same deep learning model
locally over different segments of data using a decentralized archi-
tecture. The federated deep learning process aggregates separately
created models within the different networks, which can be used to
enhance a single IDS. This partnership yields deeper context about
cyber threats, enables early alerting of attacks, and affords security
personnel even more avenues for response.

2.1. Research gaps

1) Lack of an Integrated System scale intrusion detection and sim-
ulation tool that is quantifies the impact of multiple attack types
on intrusion detection performance and poor understanding of
individual cyberattack phases and the effect each phase has on
an organization’s cyber security performance.

2) Insufficient knowledge of advanced stealthy attack methods and
the number of events to which an IDS must respond (in real time)
to accommodate new attack modes, as well as the requirements
for knowledge of network traffic types and patterns needed to
detect malicious events.

3) More studies are required with anomaly-based detection systems
that can detect intrusions in real time and analyze full data traf-
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fic patterns. However, network traffic complexity requires more
work to reduce false-positive output.

4) Developing secure multi-tier architectures to ensure data
integrity and security are not novel nor do they advocate cloud
protection as part of that work. Then, the job is essentially the
same as that of previous research, and it also tries to integrate
intrusion detection as a large-scale big data processing.

5) The limited use of IDSs to analyze big data encourages the
study and implementation of secure multi-tier architectures to
ensure data integrity and security. Weak studies that amalgamate
threat intelligence integrating OSINT and CTI with IDSs and no
empirical survey on the Al and ML for the advancement of the
intrusion detection models.

6) However, the federated learning gives privacy benefits, scal-
ing over the complicated and massive network introduces huge
threats, namely, the overhead and communication delay. Effec-
tive communication optimization between the server and client
still remains a vital challenge.

2.2. Research objectives

1) To develop and implement an enhanced federated learning
framework tailored for intrusion detection, enabling collabo-
rative model training across multifarious network nodes while
preserving confidential information privacy as well as reducing
the centralized data storage space.

2) To assess as well as optimize the suggested model’s perfor-
mance to determine distinct types of cyber threats, focusing on
enhancing the detection accuracy by improved ML algorithms
and feature selection approaches.

3) To systematically validate the suggested federated learning-
based intrusion detection framework with conventional central-
ized detection techniques, highlighting improvements in scal-
ability, adaptability, and real-time responsiveness to evolving
threats.

4) To evaluate the security implications as well as computational
efficiency of the federated learning technique, confirming that
the suggested framework not only identifies the intrusions
effectively but also operates efficiently in resource-constrained
settings.

3. Research Methodology

FML is a concept of ML distributed via a network of agents that
train multiple machines on their local datasets. FML can be used as
a part of an intelligent cyber security model for intrusion detection
to improve the system’s security by training the models for anomaly
and potential intrusion detection using the power of a distributed
system (multiple computers). To use FML for this purpose, we first
need to create a network of different machines. All these machines
can be installed with a local machine-learning model, which
should be able to learn from the data stored on the local machine.
Suppose we train these local models on the data stored on each
machine autonomously for known intrusions instead. In that case,
the data each device saves can be capable of self-programming to
detect known intrusions. Once we have implemented local models,
the next step is to train federated models by combining all the local
models to form a global one. This is where the genuinely global
model is trained based on synthetic training data constructed by local
models. When an attack is detected, the federated model can rec-
ognize a global anomaly in international data, leading to an alert in
case of intrusion. One of the most valuable characteristics of FML,
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when used for intrusion detection, is that individual machines can
benefit from the knowledge of all nodes in the system without shar-
ing any dataset with them. It makes the system more secure as there
is no data theft or manipulation risk. It also has the side effect of
lowering the computation cost concerning training multiple models
because only the federated model is trained.

3.1. System model

A system model for intelligent cyber security model for intru-
sion detection using FML is proposed. A distributed ML approach
for providing an efficient and dependable IDS is vital. This approach
cleverly integrates many ML algorithms to detect new threats or
oddities. To allow unbiased training and prediction, it uses a fed-
erated structure that enables the sharing of multiple data fractions
with multiple stakeholders to help the imperative need for federated
analytics. Similarly, the model utilizes distributed training on multi-
nodes, enhancing scalability and allowing accurate data prediction.
It also uses a few other strategies, such as data fusion or anomaly
detection, to improve the performance and accuracy of the model
along with feature selection. Figure 1 expresses the model of the
system.

Figure 1
Express the model of the system
Sec_Key Trust
Cloud Server [$777777""77"7"7"" Authority
A
|
Sec Key i
v
Network Network
Agent User

This ML system employs the latest technology to detect and
respond to hostile cyber activity and risks. It is designed to high-
light potential vulnerabilities, flag anything that appears strange, and
react swiftly and aggressively to any online attack. This technology
could block networks from all kinds of hostile behaviors and be able
to identify hidden cyber threats, which current security solutions
would probably let pass. It can detect these things and take action
against malicious or phishing, malware, or other illegal activities.
The system can also provide real-time statistics, and it can monitor
the performance of a network.

d
d—j; = a%(ee*sinEf) )

Let E = ¢° and F= sin Ef’; then we have the following:
G=ExF 2)

Cloud Server: It is a cloud-native security solution that leverages
automation and accuracy in detection using intelligence based on
sophisticated analytics to detect and alert for threats or malicious
activities in the IT network. It fuses Al, ML, and analytics on user
and entity behavior to detect network threats, such as self-installing
malware, malicious insiders, and external adversaries. It can auto-
matically react to find and remove threats within seconds, such as
blocking more entries or sending out a malware alert. Moreover,
it can be integrated into existing security systems over an open-
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architecture platform so that organizations can react and coordinate
faster, with all the events correlated in real time.

df (. dF dE
w2 (%) ®
d
d._z =<ee*diesinEf)+<sinEf* die(ee)) 4)
Z;_Z = (Ex e° cosEf) + (e sinEf) (%)

Here, the active sink node comes at the fifth place, and the
active source node arrives at the eighth place. It involves setting
up a software application known as a “network agent” on computer
networks to detect and respond to potential invasions. They detect
cyber threats. The decision by admin from revenue companies to
promptly identify and do away with the unwelcome task on their
computer networks. It helps protect the data, the network, and the
enterprise as a whole.

3.2. Threat model

These are essential components in a threat model for intelligent
cyber security for intrusion detection:

Network mapping: Discovering the active devices on the
network and generating a device-wise relationships map.

Anomaly detection: Discovering well-behaved and observing
misbehaved usage patterns, thus defining good behavior and alerting
when significant deviations have been detected.

Profile attacks: Incorporating profile attacks where actions
from your environment are run against targets using real-world
operational technologies.

Safe listing and deny listing: Allow lists and block lists to
establish a compliance posture and detect malicious activities.

User and entity behavior analytics: ML algorithms process
all the activity and perform advanced analysis of user and entity
behavior for more precise detection of suspicious activities.

Access controls: Monitoring and limiting permitted user
access to information and resources and ensuring unauthorized users
are not exempt from controls that prevent access.

Security monitoring: Sending logs of activities and events to
monitoring and alerting systems to detect the presence of organized
attacks.

Intrusion detection: Detecting suspicious activities using
behavioral analytics, rule-based logic, and ML models.

Patch management: Provide regular technology patching and
updates on environmental security. Using a threat model for intel-
ligent cyber security for intrusion detection helps identify and
examine the potential threats reduced by malicious actors and attack
vectors, including malicious software, unauthorized access, data
infiltration, identity theft, and other harmful activities.

Furthermore, it helps businesses understand cyber security
threats and potential weaknesses in their frameworks, technologies,
and network architecture. Using a threat model, a company can
minimize the probability of a successful attack and take a strategic
approach to its security budget.

3.3. Proposed model

In this paper, we propose a novel iCyber system, which
employs the concept of FML to design an intelligent cyber security

system for intrusion detection. In the conventional model, data is
collected from distributed organizations (i.e., in enterprise networks
and cloud environments) and sent to an FML-based framework that
conducts the analysis (detects cyber threats). The performance in the
model processes data in a similar pattern to the distributed learning
method and enables secure data sharing so that individual user pri-
vacy is maintained. Because it processes data from multiple sources,
the FML model can catch suspicious activity and respond to it before
it is too late simply because it has more than one vantage point. The
Al-based threat detection system can also gain from past incidents,
which results in detection that would even decrease the probabil-
ity of figuring out unknown threats. The block diagram shown in
Figure 2 depicts the proposed system.

Figure 2
Proposed block diagram
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Local Model
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The Global Model Central Server manages and distributes
global knowledge and information about security threats across all
deployed detection models.

G=e(f)=g° (©)

The Global Model Central Server tracks and monitors global threat
events from various sources, such as external threat intelligence
databases and industry reports.

fll —

lim (g(€+f)—g(e)> )

S
This data is then used to update the real-time security models dis-

tributed throughout the network. It allows the detection models to
more accurately identify and respond to security events and threats.
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A local model (trained) is a software tool for training an ML model
on local data. It allows organizations to develop a model specific to
their use case and environment.
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S =gt xIn(g) (12)

The tool provides a convenient way to train the models since the
local data is already available and labeled. It allows companies to
easily tailor their models to the characteristics of their data and
attack vectors.

3.3.1. Preprocessing

Preprocessing in the context of an intelligent cyber security
model for intrusion detection using FML refers to the first stage of
building an automated system to detect intrusions.

Ex E 1 2
(F7) = 28+ 2

e

(13)

This process is fundamental, ensuring that data for detecting intru-
sions and other anomalous activity is appropriately formatted,
cleaned, and structured for maximum input.

2 E*Ee 2
SR w

E

It includes tasks such as normalizing data, eliminating duplicates,
removing outliers, and transforming raw data into the desired shape
and form to be more effectively utilized within the system’s FML
algorithm.

(15)

where, g = (%) ;

e
Additionally, preprocessing determines which features are

meaningful and which should be discarded, as well as what data is
considered irrelevant to the task and what should be kept.

fi=2%f%F, (16)
Se=N2%fxF, (17)

The successful implementation of preprocessing ensures that the
system can be consistently effective and receives input in a stan-
dardized format and that accuracy does not suffer due to too noisy
or irrelevant data.

3.3.2. Feature extraction
Feature extraction is an essential step in the intelligent cyber
security model for intrusion detection using FML.

o i (£ N 2@

g(e)—}gno( ; ) (18)
e+f _ e

¢©= ‘lfigao(‘“Tg) (19)

The process of taking useful information out of a data collection and
putting it in a format that can be utilized to train a model is called
feature extraction. Accurately detecting, categorizing, and mitigat-
ing intrusions requires this procedure.

(g"*gf)—g">

f (20)

g'(e)= fhgl()(
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Using pertinent aspects from the dataset, feature extraction helps
identify important intrusions. The retrieved characteristics aid in the
development of a successful intrusion detection and classification
model. It guarantees that the FML-based intelligent cyber security
model for intrusion detection is effective.

3.3.3. Attack detection

Attack detection in an intelligent cyber security model for
intrusion detection using FML is a system-level approach to detect
malicious activities within a federated network.

f=e—1 (22)
= f+1 (23)
e= In(f+1) (24)

It combines ML, distributed processing, and data analysis
techniques to detect security threats and anomalous activities.
As,e >0 =>f >0

" _ e . f
g'(e)= e’x _,1"13})111({—+1) (25)
g’ (e)= e°* lim S (26)

/=0 %ln(f+ 1)

The objective is to user activity using distributed terminals to detect
harmful actions using Al and distributed learning techniques.

/

g/ @= ¢ x lim 1 @7)

In(f + 1)/

The distributed terminals work as a network, pushing collected data
to the central server for analysis.

1

g (€)= ¢ 1 (28)

In lim(f + 0/

The attacks will be detected through the ML algorithms, which
will identify patterns and relationships among the collected data for
better data security.

29

Once detection is successful, the appropriate reaction will be taken
to contain the threat and protect the system from future attacks.
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3.3.4. Attack classification

An intelligent cyber security model for FML-based intrusion
detection must include attack classification. The model’s ability
to precisely recognize and classify hostile behavior, such as intru-
sion attempts or malicious software, is made possible by attack
classification.

Ei= —F+ Y H,=0=> 5 (30)
= ~ e T YT GF,
g=1 4
oE
Ey=F+ Y BexH,=0=>—2=1 31)

g=1

This component works using a combination of features such as
behavioral analysis, packet header analysis, payload analysis, and
other heuristics. Attack classification also enables the model to
identify the malicious source, which may be used to determine the
correct countermeasures or further investigate the attack.

dln (O'd) 6E1 aEZ _
ng +51>l< aFg + 52* aFg =0 (32)
In(H,) — In(F,)+ &, — 8,0, = 0 (33)

The attack classification helps the security team better understand
the threat’s severity and scope. The classification can often be used
to develop better detection strategies and accuracy of the model.

3.4. Proposed framework

The proposed framework is a more sophisticated system devel-
oped to detect and analyze malicious network traffic in real time.
Using a range of techniques from anomaly-based detection and
signature-based detection to ML algorithms. Focus point is designed
to catch known and virtually unknown attacks, weakening the ability
of'a malicious hacker to work his way around prevention techniques.
Automated responses also enable an immediate response for users
to defend against an attack and work without hindrance to their
network.

Data collection: The data is collected from various sources,
including operating systems, applications, network devices, internet
backbone, and user activity logs.

Preprocessing: The data is collected and then preprocessed
to remove redundant or false data for better accurate results. The
features can be frequency, intensity, duration, and many other
attributes. To further strengthen the reliability of our study results,
we have conducted an extensive preprocessing phase for cleaning
and normalization of the data before feeding it into the federated
learning model. This involved removing duplicates, handling miss-
ing values, and balancing the dataset to prevent any biases during
training. We also performed cross-validation using K-fold cross-
validation wherein the value of K is considered 10, to ensure that
the model’s performance metrics are not overly dependent on a
particular subset of the data, thus increasing the robustness of our
findings.

Abstract feature extraction: In this step, the features are
extracted from data in various ways.

Model creation: Here, the features are applied to create a clas-
sifier model. This model of the classifier will identify the kind of
malicious activities.

Anomaly detection: In this step, the system will learn to
recognize any anomalies that may highlight malicious behavior.

Alerts: Once such activity is discovered, an alert will be
triggered to inform your security staff to take action.

Assessment: This task measures how well the intrusion
detection framework can identify intrusion activities.

These methods are considered to accurately detect the nature
of the network malware as malicious activity. They automatically
perform actions such as blocking the attack to prevent it from caus-
ing any damage. It also enables post-incident forensics, useful in
a follow-up analysis for better incident response. Figure 3 shows
flow of the proposed framework. The proposed framework con-
tains many functionalities to identify and stop the intrusion. The
model first builds an FML-based anomaly detection system. The
model also employs an Al-driven cognitive monitoring system for
oversight and action on suspicious activity items. This system can
detect patterns in the activity of specific users and anomalies in user
behavior to identify whether or not someone is trying to access the
system without permission beginning with an automated, rule-based
detection implemented on the model that can automatically iden-
tify known cyber threats and attacks based on a library of attack
signatures. Together, these features give us deep security around
cyberattack detection and handling.

Figure 3
Proposed flow diagram
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4. Results and Discussion

4.1. Comparative analysis

The proposed Intelligent Cyber Security Model (ICSM) has
been compared with the existing federated deep learning (FDL),
federated learning aided long short-term memory (FLSTM), FML,
and Fairness Federated Deep Learning Approach (FFDLA). Here,
python is a simulation tool used to execute the results with the Net-
work Intrusion Detection dataset. This proposed model has been
implemented on the computer system integrated with the follow-
ing settings: Processor: Intel 2.40GHz, 64 GB RAM, NVIDIA Tesla
V100 GPU, 2 TB storage, and OS Ubuntu 20.04 LTS, TensorFlow
Federated 0.18. Furthermore, the learning rate was set to 0.1, the
decay rate was 0.8, and dropout was 0.2 for the elimination of
overfitting.

4.2. Computation of accuracy

Accuracy measures how consistently and correctly the intelli-
gent cyber security framework can detect an intrusion. Typically,
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the calculation involves dividing the total number of instances (all
positives and all negatives) by the ratio of correctly classified cases
(true positives and true negatives). Stated differently, it refers to
the proportion of incursions or attacks that the system accurately
detects. Since it can show how many attacks are missed or result
in false negatives, it is an essential indicator of an IDS’s per-
formance. The accuracy performance comparison is displayed in
Table 1 [31]. The accuracy of the proposed ICSM framework over
the number of inputs 400 is obtained at 94.16%, while the exist-
ing method [31] obtains an accuracy level of 80.13%. Hence, it
is evident from the comparative analysis of proposed and existing
methods, that the proposed framework is more robust and provides
improved accuracy performance.

Table 1
Comparative analysis of proposed and existing model in
terms of accuracy (in %)

No. of inputs FDL FLSTM FML FFDLA ICSM
100 63.12  65.78 67.07  75.53 91.29
200 62.79  64.28 66.48  73.66 92.28
300 6145  63.17 65.50  72.83 93.12
400 60.31  62.79 6429  71.92 94.16
500 59.26  61.78 63.15 71.00 95.59
600 58.55  60.85 62.04  69.67 97.39
700 5725  59.85 61.34  68.80 98.24

Figure 4 shows the computation of accuracy. In a computation
cycle, the existing FDL reached 60.31%, FLSTM reached 62.79%,
FML reached 64.29%, and FFDLA reached 71.92% accuracy. The
proposed ICSM obtained 94.16% accuracy.

4.3. Computation of precision

An algorithm’s precision in detecting an intrusion is mea-
sured by the intelligent cyber security framework’s IDS. The true

positives are divided by the total of the true and false positives
to compute it. It’s employed to gauge how well the framework
detects intrusions while avoiding raising false warnings. Precision’s
performance comparison is displayed in Table 2.

Table 2
Comparison of precision (in %)
No. of inputs FDL FLSTM FML FFDLA ICSM
100 72.42 62.28 76.90 86.88 94.63
200 72.75 63.78 7749  88.75 95.67
300 74.09 64.89 78.47 89.58 95.80
400 75.23 6527  79.68  90.49 96.76
500 76.28 66.28 80.82 91.41 96.33
600 76.99  67.21 8193  92.74 97.57
700 78.29 68.21 82.63 93.61 97.68

The precision computation is displayed in Figure 5. The cur-
rent FDL achieved 75.23%, FLSTM 65.27%, FML 79.68%, and
FFDLA 90.49% precision in a computing cycle. 96.76% precision
was attained by the suggested ICSM.

4.4. Computation of recall

Remember that the accuracy of the system’s capacity to iden-
tify attacks or malicious activities is a component of an intelligent
cyber security framework in intrusion detection. It divides the total
number of accurate positive attacks by the number of real positive
attacks that were found. Stated differently, recall is the proportion
of positives that the system correctly detects out of all the data
points that could be attacked.

For example, if there are a total of 100 attacks in the dataset
and 90 of them are correctly identified by the system, then the
recall rate is 90%. It is important to note that recall is independent

Figure 4
Measured accuracy of the proposed framework
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Figure 5
Measured precision value of the system
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of false positives that may be produced as long as all true positives
are detected. Table 3 shows the performance comparison of recall.

Table 3
Comparison of recall (in %)
No. of inputs FDL FLSTM FML FFDLA ICSM
100 64.16 7582 7123  81.23 96.46
200 62.53 74.08 69.65 79.81 95.17
300 62.05 7174 6745 7855 94.16
400 60.76 70.93 65.82 76.56 93.27
500 58.65 68.64 64.68  74.09 92.90
600 57.16 66.71 62.48 72.65 92.26
700 5535 6498 61.33 7093 91.89

The computation of recall is shown in Figure 6. The current
FDL achieved 60.76%, FLSTM reached 70.93%, FML reached

65.82%, and FFDLA reached 76.56% recall in a computation cycle.
The projected ICSM has a recall rate of 93.27%.

4.5. Computation of F1 score

A performance metric for binary classifiers that assesses a
model’s recall and precision is called the F1 score, sometimes
known as the F-measure. It is computed as the harmonic mean of
precision and recall, taking into account both erroneous positives
and false negatives.

The precision of the model is calculated by dividing the total
number of true positives by the total number of false positives. The
model’s recall is calculated by dividing the total number of true
positives by the total number of false negatives and true
positives.

The scores for each would be used to gauge the effective-
ness of the IDS when utilizing the F1 score for an intelligent cyber
security framework in intrusion detection. The system might have
a high recall rate, which means it has successfully identified false
negatives, and a high precision rate, which means it has correctly

Figure 6
Measured recall of the system
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identified real positive intrusions. The total performance of the sys-
tem would then be determined by taking the harmonic mean of
these two ratings, which is known as the F1 score. The F1 score
performance comparison is displayed in Table 4.

Table 4
Comparison of F1 score (in %)
No. of inputs FDL FLSTM FML FFDLA ICSM
100 61.01 6622  75.04 7582 91.69
200 61.34 67.72 75.63 77.69 92.73
300 62.68  68.83  76.61 78.52 92.86
400 63.82 69.21 77.82 79.43 93.82
500 64.87 7022 7896  80.35 93.39
600 65.58 71.15 80.07 81.68 95.63
700 66.88  72.15  80.77  82.55 95.74

We have prolonged the proposed model performance analy-
sis by incorporating the AUC-ROC curve analysis. This metrics
assessment offers a detailed understanding of the suggested model’s
performance, particularly in the context of classification challenges,
namely, the intrusion identification. Unlike distinct metrics that
focused solely on a specified aspect of classification (for instance,
precision for false positives as well as recall for true positives), the
AUC-ROC curve effectively evaluates the model’s capability to dis-
tinguish among the classes across all threshold levels. By evaluating
both the true positive rate (sensitivity) as well as the false positive
rate, the AUC-ROC metric gives a balanced overview of the sug-
gested model’s trade-offs, making it a noteworthy addition to the
comparative analysis. This model analysis strengthens the complete
evaluation of the suggested model as well as justifies its effective-
ness for real-world applications. Figure 7 illustrates the proposed
model ROC curve matrix.

The F1 score computation is displayed in Figure 8. The current
FDL scored 63.82%, FLSTM scored 69.21%, FML scored 77.82%,
and FFDLA scored 79.43% F1 score in a computation cycle. The

Figure 7
The proposed model ROC curve matrix
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suggested ICSM received an F1 score of 93.82%. Because intel-
ligent cyber security systems are highly flexible and reactive to
harmful activity, intrusion detection benefits from their use. These
frameworks can identify malicious behavior, analyze patterns, and
react swiftly to security concerns since they are built on Al and
ML technology. Better defense against more sophisticated threats
and zero-day attacks is provided by this cyber security framework.
They are also capable of seeing unusual activity and sounding an
alarm when they come across anything questionable. It can be used
to strengthen the organization’s security over time as well as assist
in promptly responding to any possible assault. The following are a
few of the suggested framework’s shortcomings:

1) False positives: The algorithms used in an intelligent IDS can
mistakenly raise an alarm if they recognize a pattern similar to a
malicious attack, although the activity is harmless. This process
is known as a false positive.

2) Require specific training: To design a practical cyber security
framework, the developer must deeply understand the differ-
ent types of malicious attacks, the technology, and the security
protocols used by the cyber landscape.

3) Resource consumption: A component of an intelligent cyber
security framework is resource consumption, which can impact
its performance due to the extensive data analysis and
processing.

4) Not always up to date with new threats: New digital threats and
attack patterns are constantly evolving, which means that an
intelligent cyber security framework may only sometimes be up
to date with new sophisticated threat patterns.

5) Difficult to deploy and manage: The entire mechanism of
deploying and managing an intelligent cyber security framework
can be difficult and time-consuming for a more minor or even
more extensive organization if it needs the proper infrastructure
and data analytics team.

In our study, several confounding variables could potentially affect
the results. We have identified confounding variables such as bias
and data distribution to improve the overall model training.

The variation in computational power and network conditions
across different clients can influence the training process. Clients
with lower computational resources may struggle to contribute
effectively to the global model, which could bias the results. To
mitigate this, we implemented techniques, namely, asynchronous
updates, and tested the impact of different client configurations on
the overall performance.

The choice of model architecture and training algorithms can
introduce biases. We have taken care to select the proposed model
architecture that is generalizable across different types of data
and have applied regularization techniques to minimize overfitting
considering the dropout of 0.2. Additionally, we have employed
cross-validation to assess the robustness of our model across differ-
ent subsets of the data. The entire dataset is split into two categories:
train set and test set into the 80:20 ratio. This data partition is done
by K-fold cross-validation, wherein K is considered 10.

In federated learning systems, communication among the
distributed clients as well as the central server may lead to
significant overhead in real time. This is particularly true in large-
scale networks where clients are geographically dispersed and
may have altered network bandwidths. Frequent communication
rounds, required for model updates and aggregation, can cause
delays, increase latency, and strain network resources. To resolve
these issues, the ICSM model is implemented, which is more
robust in multifarious settings such as trade-offs, maintaining the
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Figure 8
Measured F1 score of the proposed system
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communication and model convergence and improving the overall
performance of the model.

5. Conclusion

The intelligent cyber security framework for intrusion detec-
tion is that implementing such a system can provide essential
defense against malicious attacks. By integrating different tech-
nologies and innovative approaches, an intelligent cyber security
framework can detect anomalies in data communication, create
alerts, and take action when malicious activities are detected. These
measures can help minimize security threats and protect data from
loss, unapproved entry, and modification. 94.16% accuracy, 96.76%
precision, 93.27% recall, and 93.82% F1 score were attained by
the suggested model. The creation of a powerful system that can
instantly recognize and stop harmful network activity is the even-
tual goal of an intelligent cyber security framework for intrusion
detection. To find anomalies in network activity, an IDS of this kind
might include data mining, ML, and AI. Malicious activity including
malware infections, ransomware assaults, and unwanted network
access could be identified and stopped by it. The system should also
be able to recognize harmful files, actions, and websites and notify
users and system administrators of these risks. An intelligent cyber
security framework for intrusion detection is required to keep up
with evolving malware trends and guarantee network security as the
sophistication of cyberattacks rises.

The proposed cyber security model using FML introduces sig-
nificant practical benefits, especially in enhancing network security
and maintaining data privacy. By leveraging decentralized learning,
this model enables multiple organizations or nodes to collabora-
tively train a robust IDS without sharing sensitive data. Moreover,
the model improves real-time detection capabilities by enabling
continuous updates across distributed networks without compro-
mising the secrecy of individual nodes. This decentralization also
eliminates the risk of single-point failures, which is a common
vulnerability in conventional centralized IDS models.

In terms of future applications, this model has the potential to
revolutionize cyber security in distinct domains. For instance, it can
be used in smart city infrastructures to protect connected systems,
such as traffic control, power grids, and public safety networks,

from cyberattacks. Similarly, in the context of the IoT, where bil-
lions of devices are interconnected, the FML method can aid in
building more resilient and adaptive IDSs that can protect against
increasingly sophisticated threats without exposing private data.
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