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Abstract: The process of refactoring enhances software quality by modifying its design composition while preserving its core framework.
However, addressing code smells without appropriate prioritization can be ineffective. Code smells significantly increase maintenance costs
and obstruct system evolution. Refactoring sequencing techniques mitigate these issues by improving a system’s internal structure without
altering its external behavior. In large-scale systems, the sheer number of code smells can be overwhelming, and not all can be automatically
resolved. Hence, prioritizing code smells based on criteria such as risk and importance is essential. This paper introduces a novel hybrid
approach utilizing the hybrid spotted hyena and emperor penguin (HSHEP) optimization-based algorithm. This approach aims to optimize
the sequence of code smell bugs by incorporating maintainer opinions and requirements, thereby maximizing the resolution of critical
code smells. Unlike existing technologies, the HSHEP algorithm combines the strengths of two optimization strategies, offering a unique
and innovative solution to refactoring challenges. To validate the effectiveness of the proposed method, it was applied to various large-
scale open-source systems, analyzing five different types of code smells. Results demonstrated a significant improvement in maintenance
efficiency and system evolution, confirming the superior performance and practical applicability of the HSHEP-based approach.
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1. Introduction

During development life cycle of a software, maintenance of
software holds a crucial position. However, maintaining software
has become increasingly challenging due to evolving requirements.
Programmers continuously modify the source code to adapt to these
changes and enhance software features. Consequently, a significant
portion, approximately eighty percent, of project costs is allocated to
maintenance activities. Identifying code smells plays a vital role in
reducing maintenance costs [1]. Smells of code seem natural flaws
during programming describe bad software architecture and make
it harder to maintain. They draw attention to problems in software
application design. When code smells are present, the programming
code is not easily understandable and may result in more changes
and errors. A programmer’s comprehension of the computer code is
improved by identifying and eliminating code smells at the source of
the code. Not all code smells can be automatically addressed, espe-
cially in large-scale systems. Determining the refactoring processes
for the discovered code smells might be difficult. Maintenance and
evolution of large-scale systems account for approximately 87%
of the total software costs [2]. These costs are attributed to tasks
like adding new functionalities, bug corrections, and code modi-
fications to enhance quality. However, these continuous changes
can lead the software far away from its distinctive design and
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architecture, introducing code-smells, which are bad design effects
[3]. Code-smells have an adverse effect on quality characteristics
like adaptability and durability and are often unintentionally brought
in by software developers during very first development as the out-
come of poor design choices or maintenance decisions. Coding is
to enhance an application’s overall performance so that it runs,
remains active for longer, and is visible. It provides no indication
as to whether the application will run or not; it may still produce a
result; it may take longer to process the code and raise the possi-
bility of errors and defaults during the coding process. As the name
suggests, code smells are observable or quickly apparent, but they
also indicate a more serious issue [4]. The best part is that it gets
easier to find, but it also presents an interesting challenge—classes
with data but no behavior, for example. It is easy to collect coded
scents with the use of equipment. Each character that indicates a
more significant issue within the code base is called a code smell.
Rather than being flaws or defects, code smells are a violation of
application development standards that degrade the software. Code
smells have the potential to slow down processing, raise the possi-
bility of errors and failures, and make the program more prone to
future issues, but they do not give precise details about how the soft-
ware functions. In order to eliminate code smells in such systems,
it becomes vital to order the refactoring processes according to the
maintainer’s preferences. Coding, as many of us know, takes a lot
of time and requires several programmers. Throughout the coding
process, the code will be reviewed, modified, and perhaps increased
or lowered [5, 6]. This means that programmers work under a lot
of pressure, and long or redundant code may occasionally result.
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Code odors are caused by such laborious coding processes. Thus,
this flaw in coding that makes it difficult to grasp and unreliable
results in terrible programming that takes a lot of time and space.
Refactoring is required to eliminate this programming degradation.
Refactoring is the technique of changing a part of application struc-
ture rather than its nature. Refactoring is a methodical process of
reconstructing a framework of existing program while maintaining
inner organization and exterior behavior. The term refactoring is
coined by Johnson and Opdyke in 1993 [7]. Even though the soft-
ware industry has undergone many changes, the requirement for
software refactoring remained. Refactoring strong impact on soft-
ware quality causes it to become a hot topic of study. Software
restructuring and software quality have been the subject of sig-
nificant amounts of research. Refactoring frequently also makes it
easier to spot issues and bad code. This has an advantageous result
in software’s parameters. Software applications include many cod-
ings and so the programmers and those highly skilled coders develop
very big codes. As the programming run in different hands and
through different techniques, there are more chances of errors and
not an easy task. In case the issue has progressed a long way, code
refactoring can be delayed. As refactoring is nothing but updating or
changing the unnecessary coding. Code refactoring includes a num-
ber of methods to minimize code length and execution time, and
an optimized code is received with the working of original classes,
methods, and functions used in the starting of the program [8]. This
refactoring is less costly than starting from new program coding.
The major help is in iterations and increments where the software
is divided into a number of parts and their coding can be easily
changed. Refactoring cannot alter the class, functions, or classes of
programme or software system. Undisrupted code, on either hand,
might miss design code, as well as clears andmaintains code quality,
resulting in a programme that is easy to understand and compre-
hend, as well as error free. As a result, it reduces software bugs,
but it is also about seeing the code base as just a living system
that requires frequent maintaining of code to be strong. This article
presents a hybrid approach to prioritize the refactoring techniques
for the detected code smells. There are systems that have code
smells, which leads to an increase in cost to maintain the product
and there are more challenges to alter as well as emerge. Refactoring
initiates the architecture of a program by modifying the underlying
model irrespective of changing the extrinsic action, in order to elimi-
nate code smells. Large-scale systems have a higher number of code
smells to correct, and only some of them can be resolved. As a result,
the list of code-smells needs to be sequenced depending on many
factors, including the danger and significance of classes [9]. How-
ever, the majority of the refactoring techniques in use according to
the same importance for fixing code smells. Refactoring sequenc-
ing, a widely used technique, is employed to address code-smells
and improve its structure while retaining overall functionality and
actions. This process involves two primary steps: (1) Detecting por-
tions of code that require improvement, such as code-smells, and
(2) identifying suitable refactoring sequencing techniques to achieve
the desired improvements. The initial approach involves applying
a novel optimization algorithm namely Hybrid Spotted Hyena and
Emperor Penguin optimizer (HSHEP). This hybridized algorithm
commonly aims to combine the strengths of both approaches. Once
the results from the initial spotted hyena optimizer (SHO) algorithm
are obtained, we run the hybridized algorithm to demonstrate the
advantages of combining with EPO algorithm. This optimization-
based code smell refactoring sequencing technique could help to
ensure that code refactoring is completed efficiently and effectively,

reducing the risk of introducing new bugs or affecting the code’s
functionality.

RQ1: Which optimal refactoring technique should be proposed
on code smell?
RQ2: Which refactoring sequence should be taken in order to
increase code maintainability?
RQ3: To what degree can the suggested approach (HSHEP)
effectively address and correct code-smells?
RQ4: Does the hybridization of two algorithms (HSHEP) lead to
any improvement in quality of software?

The rest of this paper is structured as follows: Section 2
elaborates the study of previous work. Section 3 explains a
proposed hybrid algorithm. In Section 4, the proposed method is
applied to software refactoring technique for sequencing to remove
the code smells. Computational complexity and results are given
in Sections 5 and 6, respectively. Finally, conclusion is given in
Section 7.

2. Literature Review

In the software engineering community, refactoring prioriti-
zation and analysis have not received much attention compared to
smell refactoring processes. This is not due to the problem’s lack
of usefulness, but rather because of the inherent challenges linked
to hybrid optimization challenges. In this section, the focus is on
reviewing and highlighting alternatives for smell refactoring estab-
lishing a priority as shown in Table 1.

Kalhor et al. [10] proposed a high priority on antipattern iden-
tification, and several methods have been put forth to achieve
this goal. There have been published articles of review thus far
to categorize and contrast these methods. Nevertheless, a thor-
ough investigation employing assessment criteria has not contrasted
various antipattern identification techniques across all program
abstraction levels. All the techniques that have been previously
described are categorized in this article, followed by a discussion of
their benefits and drawbacks. Ultimately, a comprehensive compar-
ison of evaluation measures for every category is given.

Jain and Saha [11] propose two machine learning classifiers
to find stinky methods and classes: k-nearest neighbor (kNN) and
support vector machine (SVM). This explains its adaptability, SVM
excels when used with datasets of modest to moderate size, data
spaces of having higher dimensions, along with kernel methods
for nonlinear data. The current study avoids this difficult problem
and does away with manual intervention by using the power of
meta-heuristic algorithms to determine the ideal values for machine
learning classifier hyperparameters. It offers a unique method for
code smell detection by combining machine learning classifiers
with swarm-basedmethods. This cross-domain combination offers a
fresh approach to the age-old problems of precise code smell detec-
tion and ideal hyperparameter setup.

Noei et al. [12] introduced MLRefScanner, a prototype tool
created expressly to find refactoring commits in ML Python project
histories. MLRefScanner uses machine learning techniques and
algorithms to increase the coverage of refactoring operation identi-
fication in Python code and improve the capabilities of identifying
refactorings unique to ML. A deeper understanding of the breadth
and evolution of the ML codebase is made possible by MLRef-
Scanner, which enables practitioners and researchers to track and
evaluate refactoring actions in the software development history of
ML Python libraries and frameworks with high precision and recall.
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Almogahed et al. [13] rely on the strategy that helps reduce and
streamline maintenance costs and processes is refactoring. Refactor-
ing approaches’ impact on quality criteria, however, shows uneven
and contradictory results. As a result, software developers have chal-
lenges in successfully improving software quality. Furthermore, the
lack of a complete framework makes it more difficult for developers
to make decisions about which refactoring approaches are appropri-
ate and in line with particular design goals. Given these factors, the
purpose of this study is to present a novel paradigm for categorizing
refactoring methods according to how much of an impact they have
on internal quality criteria.

Alkharabsheh et al. [14] offered a multiple-criteria
merged technique for prioritizing design smells, with a focus on
a God Class Designs Smell. They empirically tweak and evaluate
the method using a dataset of 24 open-source applications. The
empirical judgment seeks to compare the highest-ranked God
Class acquired using their proposed technique to the opinions of
developers working on each project. The evaluation results indicate
that the plan requires additional improvement. They recommend
comparing initiatives where respondents’ responses match the plan
against projects where no link is seen. By doing so, they can refine
and enhance the effectiveness of the prioritization approach.

AbuHassan et al. [15] present a novel framework that uti-
lizes graphical models with probabilistic probabilities to detect and
refactor antipatterns in software systems. The framework entails
producing a graphical model by retrieving class attributes from its
source code. In the final stage, a Bayesian network gets trained to
detect antipatterns based on the properties of surrounding classes.
To assess the effectiveness of our technique, they trained the idea
on six distinct counterfeit patterns and applied it to six separate Java
projects. The results demonstrate that the suggested model detects
these antipatterns with an average precision of 85.16 percent and an
average recall of 79%. Overall, the study highlights the importance
of effectively prioritizing design smells and suggests avenues for
future improvements based on empirical evaluation and feedback
from developers.

Saheb-Nassagh et al. [16] used a multiobjective optimization
(MOO) optimization method the multi-objective (MO) autocorrela-
tion strategy for adapting and evaluating to prioritize model smell
refactoring (MO-CMA-ES). To mitigate the negative consequences
of design smells, its derivation is based on reworking unifying mod-
eling language (UML) diagrams that represent classes. To balance
refactoring, they utilize two competing goals: efficiency and the
ability to be maintained. They begin by establishing a fresh solution
depiction that ensures smell removal and removes the denial con-
straint. Additionally, they suggest a customized mapping strategy
for accurately encoding actual values with different renderings.

The study by Kaur and Singh [17] aims to improve the qual-
ity of programming, and hence, the final product delivered by the
programmer should yield optimal results. The article is introduced
to address how object-oriented code modification affects software
quality attributes. The plan is to choose 142 primary research that
were published up until the end of 2017 through a series of stage
inspection methods. The results reveal that studies conducted in
academic settings tended to show a greater beneficial influence on
software quality of refactoring compared to those carried out in
industrial settings. Overall, refactoring activities had varying effects
on different quality attributes, causing improvements or degrada-
tion in most cases, with the exception of cohesiveness, complexities,
inheritance, fault-proneness, and consumption of energy.

Gao et al. [18] created and tested an experimental instrument
for a technology refactoring recommendation system. Users inter-
act with the tool to realize their refactoring intentions, and the tool

provides them with an optimized software refactoring scheme. The
tool has been proven to be effective, particularly for inexperienced
and non-English speaking users.

Sidhu et al. [19] proposed design flaws technique would then
prevent the vicious spiral of tiny refactoring processes as well as
one’s pipelined adverse effects. The notion of function decompo-
sition is shown as an anomalous architectural goal and a primary
source of object-oriented software design odors. They argue that sig-
nificant design augmentation can be achieved within a brief quality
assurance procedure by refactoring operations targeted at indicators
of operational segmentation instead of atomic smells. Their idea was
implemented by using a deep network that can recognize the cur-
rent approach in object-oriented software UML models. Using big
data techniques, the strategy described here first gains understand-
ing of intricate andmultidimensional application design aspects, and
then it uses that understanding to generalize nuanced interactions
between the architectural elements.

AlOmar [20] proposed the main findings that the vast majority
of PSs experimentally test their approaches, and a few debugging
some varieties were examined more frequently than others, also
multiple approaches toward behavior preservation have been put
forward in the literature, together with the ideas and tactics that
guarantee program accuracy while handling refactoring tasks, the
suggested automatic analyses, the stick shift assessment technique,
and the great majority of PSs empirically access their methods. The
current work evaluates the correctness of the transformation and
determines whether these methods lead to a safe and dependable
refactoring.

3. Contribution

In this paper, first we introduce a novel hybrid optimiza-
tion algorithm, the HSHEP, specifically designed to address the
prioritization of code smell refactoring. This innovative approach
combines the strengths of two distinct optimization strategies, set-
ting it apart from existing technologies and providing a unique
solution to refactoring challenges. Second, the paper outlines a
method to incorporate maintainer opinions and requirements into
the optimization process, ensuring that the most critical code smells
are prioritized effectively. Finally, the practical applicability and
effectiveness of the HSHEP algorithm are validated through its
application to various large-scale open-source systems, demonstrat-
ing significant improvements in maintenance efficiency and system
evolution across five different types of code smells.

4. Hybridization of Algorithm

An algorithm that combines two or more different algorithms
to solve the same problem is known as a hybrid algorithm. It may
select one approach based on a feature of the data, or it may alter-
nate between the algorithms during the algorithm. Usually, this is
done to integrate each of the desired properties, making the whole
algorithm superior than its individual parts. A “hybrid algorithm”
is a mixture of algorithms that solve the same problem but differ
in other aspects, most notably performance. It does not mean mix-
ing various algorithms to tackle a separate problem, although many
algorithms may be thought of as combinations of smaller parts.

HSHEP optimizer-based algorithm in software refactoring can
improve the effectiveness of the optimization process, combining
the advantages of both algorithms. The goal is to address code smells
by iteratively applying refactorings to the code, seeking a better
solution while avoiding getting trapped in local optima.
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4.1. Spotted Hyena Optimizer

Spotted hyenas [21] can become familiar with the site of prey
and encircle them. Tomathematically depict the movements of spot-
ted Hyenas, the finest search agent, representing the optimum, is the
one aware of the prey’s location. Other search firms build a network
of reliable companions aligned with the pathway of the best search
agent. They maintain the best ways obtained thus far to update their
current position in pursuit of their objective.

There are four steps considering the working of SHO:

4.1.1. The encircling prey process
It involves the coordinated movement and positioning of mul-

tiple individuals around the target, aiming to surround it from all
sides. Because of the initial unknown search space, the current lead-
ing contender solutions is viewed as the prey’s or objective’s goal,
and it is quite near to the optimum. After determining the most effi-
cient search contender solution, additional search agents are likely
to change their positions depending on that optimal solution [22].

The encircling feature is mathematically defined as in
Equation (1):

Sh (r + 1) = Shj (u) − P. Pi (1)

The space between the prey as well as the spotted hyena is formu-
lated as in Equation (2):

Pi = |H . Shj (u) – Sh (u)| (2)

The current iteration is denoted as ‘u’, where Shj indicates the vec-
tor’s position of the prey, and Sh represents the vector’s position of
the spotted hyena. The operator ‘|’ represents the true value, and the
operator “·” is implemented to denote vector multiplication. There
two vectors are used naming P and H. The P and H are the coeffi-
cient vectors, and their mathematical equation can be calculated as
in Equations (3) and (4):

P = 2.v1 (3)

H = 2s.v2 − s (4)

In this context, the variable “smax” denotes the highest recurrence
count, and the iteration “s” ranges from 1 to smax. The vectors
“v1” and “v2” are randomly generated vectors with values between
0 and 1. In order to strike a balance between exploration and
exploitation during the iterations, the value of “s” gradually
decreases linearly from 5 to 0 over the course of smax. This
linear decrease is mathematically represented by the following
Equation (5):

s = 5 − (s ∗ (5/ smax)) (5)

4.1.2. Hunting process
In the mathematical description of spotted hyena behavior, it is

assumed that the most effective search agent, representing the opti-
mum, possesses knowledge about the prey’s position.

The remaining search agents create a cluster that functions as
an established circle of friends, and they orient themselves toward
the most effective search agent. These agents store the ideal solu-
tions they have found so far and update their positions based on this
information.

The hunting process is represented by Equations (6–8):

Pi = |H . Shi − Shl| (6)

Shl = Shi − V . Pi (7)

Ui = Shl + Shl + 1 + ... + Shl + Y (8)

Here, the best spotted hyena’s position is represented as “Shi,” while
the positions of the other hyenas are denoted as “Shl.” Additionally,
the cluster containing “Y”, in the present search space, the number
of optimum solutions is referred to as “V.”

Y represents the number of spotted hyenas and is computed in
Equation (9).

Y = Z f (Shi, Shi + 1, Shi + 2, ... (Shi + A)) (9)

A is the arbitrary vector inside [0.5, 1], f is the total amount of
solutions, and Z is all possible solutions.

4.1.3. Attacking the prey process
We develop a parameter labeled “s” in order to mathematically

represent the exploitation process, which entails attacking the target.
During the iteration phase, this parameter is crucial in lowering the
value of s from 5 to 0. Additionally, we adjust the V vector to reduce
changes and let s steadily decline. The spotted hyena moves closer
to the prey, signaling the start of the attacking phase in the equation,
when themagnitude of vector V, indicated by |V|, falls below 1. (10).

Sh (s + 1) = Ui Y (10)

In Equation (10), Sh(s + 1) refers to the process of updating the other
search agent depending on the location of the best answer.

4.1.4. Searching the prey process
The location of the group of spotted hyenas in the vector Ui

determines where they go in quest of prey. To search for and assault
animals or food, they disperse wider. The search agents are under
pressure to travel further away from the prey by altering the vector
V with random values greater than 1 and less than −1. On the other
hand, |V| > 1 then, the spotted hyenas are enticed to approach the
prey. This process makes it easier to find global solutions.

4.2. Emperor Penguin Optimizer (EPO)

To begin with, Emperor penguins randomly establish the
perimeter of their huddle. Once established. Simultaneously, the dis-
tance between emperor penguin is calculated, which aids in further
exploration and exploitation. Subsequently, the optimal solution,
known as the effective mover, is determined. This solution guides
the search agents to better positions. Using the updated emperor
penguin positions or search agents, the huddle boundary is then
recomputed to enhance the overall effectiveness of the process.

There are four steps considering the working of EPO:

4.2.1. Achieve and gather complete chaos border
While huddling, emperor penguins typically arrange them

along the boundary of a polygon-shaped grid. Each emperor
penguin has at least two neighboring penguins, randomly selected.
The flow of wind within the huddle is examined to determine the
chaotic boundaries precisely. Notably, the wind speed is greater than
that of an individual emperor penguin. To characterize the randomly
produced chaotic border of emperor penguins, complex variables
are used.

Let € represent the speed of the wind and £ the gradient of €.

€ = μΦ (11)
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The complex potential is generated by combining vectors ¥ and £.

G = Φ + j ¥, (12)

where j is the imaginary constant and G is an analytical function on
the polygon plane.

4.2.2. Temperature around gathering
The major goal of the emperor penguin’ pandemonium is

to preserve energy and maximize the temperature within them.
To mathematically depict this situation, we assume the following
assumptions: When the radius of the polygon, represented as R,
exceeds 1, the temperature U is set to 0. However, when the radius
decreases and becomes less than 1, the temperature Te is assigned
a value of 1. This temperature profile plays a crucial role in driving
the exploration and exploitation processes for the emperor penguins
across various locations within the chaos.

Te ′ = Te –Max Iterations (13)

y − Max Iterations

Te = 0 if R > 1
Or

1 if R < 1

where y explains the current iteration, Max Iterations represent the
maximum number of iterations,R is the radius, and Te is the moment
to identify the best possible outcome in a search space.

4.2.3. The separation between emperor penguins
After producing the cluster border, the distance among the

emperor penguin and the best-found optimum solution is deter-
mined. The current best ideal solution is the one with the fitness
value closest to the optimum. The remaining search agents, or
emperor penguins, will modify their placements based on the infor-
mation from the current optimal solution.

Dep = Abs (S. A P. − C. Pep x) (14)

The variable “Dep” reflects the difference between the emperor pen-
guin and the fittest best search agent (i.e., the most fit emperor’s
penguins with the lowest fit value) in iteration “Y”. The variables
“A” and “C” are utilized to prevent collisions between neighboring
emperor penguins. “P” denotes the best optimal solution, which cor-
responds to the fittest emperor penguin, and “Pep” represents the
emperor penguin’s position vector. “S” represents the social influ-
ences that influence emperor penguins, pushing them toward the
most ideal search agent.

4.2.4. Relocating the mover
The locations of emperor penguins have been modified using

the best-found optimum solution, known as the “mover.” This
movement is in charge of changing the locations of other search
agents in the search space, and it will leave its present position unoc-
cupied during this update. To determine an emperor penguin’s future
position, the following equation is suggested:

P x (x + 1) = Px A.Dep (15)

where Px (x + 1) indicates the emperor penguin’s most recent posi-
tion update. The clustered habits of emperor penguins are recalcu-
lated throughout the iteration phase once the moving object has been
repositioned.

4.3. Proposed hybrid HSHEP algorithm

The hybridization of SHO and EPO two algorithms involves
combining their principles, mechanisms, or strategies to create
a new hybrid optimization approach. The aim is to leverage
the strengths of both algorithms, leading to potentially improved
exploration and exploitation capabilities, and achieving better per-
formance in solving challenging optimization problems [23, 24].
Refactoring is a software development technique that modifies cur-
rent code to enhance its structure, readability, and maintainability
while retaining its exterior behavior. Let us create an algorithm for
refactoring the fictional “hybrid spotted hyena and emperor pen-
guin” algorithm we previously defined. This refactoring aims to
enhance the code’s structure, clarity, and modularity. Since the pre-
vious algorithm was also fictional, we will assume that it is written
in a high-level language like Python for simplicity.

Algorithm for refactoring sequencing the HSHEP:

4.3.1. Initialization phase
Initialize the population using random solutions. Set settings

such as population size, maximum iterations, crossover rate, muta-
tion, and local search rate. Determine the initial best solution in the
population using the fitness function.

4.3.2. Main optimization loop
Repeat for a predefined number of iterations

1) Hunt and Capture Phase (Spotted Hyena Behavior)

Create offspring individuals by performing crossover and
mutation operations on the population. Add the offspring to the pop-
ulation.

2) Information Sharing Phase (Spotted Hyena Behavior)

Share information between individuals to enhance global
search capabilities.

3) Huddling Phase (Emperor Penguin Behavior)

Sort the population based on fitness and perform local search
around the top individuals. Add the local search results to the pop-
ulation.

4) Individual Movement Phase (Emperor Penguin Behavior)

Exploring new areas of the search space can lead to the
development of new solutions. Introduce the new solutions to the
population.

1) Selection

Select the best individuals from the population based on fitness,
keeping the population size constant.

2) Update the Best Solution

If a better solution is discovered during the iteration, update the
best solution accordingly.

4.3.3. Termination
When themaximumnumber of iterations is achieved or another

stopping requirement is fulfilled, the main loop ends.

4.3.4. Bring back the best solution
Return the best solution discovered throughout the optimiza-

tion process as the ideal answer to the problem.
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Figure 1
Proposed methodology of code smell refactoring sequencing

Data Selection

Data Collection

Optimization

Refactoring

Refactoring

Discarded

In this theoretical description, each step outlines the main
actions and phases performed in the Hybrid Spotted Hyena and
Emperor Penguin Optimization (HSHEPO) algorithm [25–27]. The
specific details and implementation of functions may vary based on
the problem domain and the algorithm’s requirements. The algo-
rithm combines emperor penguin social dynamics and spotted hyena
hunting behavior to improve optimization outcomes.

4.4. Research methodology

Prior to elaborating on the suggested framework for refactoring
prioritization, we will now discuss the proposed research methodol-
ogy, outlined in figure given below [28]. The primary objective of
this paper is to explore the potential analogies between the behaviors
and characteristics of emperor penguins with spotted hyenas and the
process of refactoring code sequences. The methodology comprises
four phases, each of which is introduced in Figure 1:

1) Phase 1

Data Selection: The data selection for performance evaluation
and analysis involves choosing different open-source and publicly
available Java datasets. These different datasets will be used to
assess and analyze the proposed approach.

2) Phase 2

Data Collection: The data and code smells are being gathered.
A software tool is built to extract metrics such as the number of
classes coupled with the main class (CBO), the relationship between
various methods and parameters of the class (LCOM), the complex-
ity of the class (RFC), the maintainability value, and the complexity
of the methods. Five code smells, including a lengthy argument
list, long function, blob, feature envy, and huge class, have been
recognized as needing to be refactored. Table 2 provides detailed
measurements and descriptions.

Table 2
Dataset metrics

System #Classes #Bad Smells
JHotDraw 753 42
GanttProject 245 67
JEdit 184 51
JFreeChart 521 82
Xerces 991 106

3) Phase 3

Optimization: The hybrid spotted HSHEP serves as the foun-
dation for identifying the most effective refactoring sequences to
completely eliminate the identified design smells. By drawing inspi-
ration from the resourcefulness of spotted hyenas and the collective
intelligence of emperor penguins, the algorithm proposes creative
strategies to tackle code smells and optimize the refactoring process
as shown in Table 3. Thesemetaphorical mappings guide developers
in selecting the optimal refactoring actions that result in the success-
ful eradication of design smells from the code.

Table 3
Open-source program parameters

Dataset Name Dataset Type
Total Number
of Classes

Total Number
of Smells

JHotDraw Open Source 398 1215
GanttProject Open Source 776 63
JEdit Open Source 5421 1365
JFreeChart Open Source 3257 793
Xerces Open Source 2551 5989

4) Phase 4

Refactoring: During this phase, refactoring tasks are performed
based on the sequences generated in the previous phase. To enhance
user involvement, our method provides software engineers with
three alternatives for dealing with side effects. They can choose
to address all newly discovered odors, rearrange the sequence of
smells, or ignore the new smells entirely [29, 30]. These choices
empower engineers to make informed decisions while maintaining
control over the refactoring process. The programme statics of dif-
ferent smells are shown in Table 4.

Table 4
Programme statistics

System #Classes #Bad Smells
JHotDraw 753 42
GanttProject 245 67
JEdit 184 51
JFreeChart 521 82
Xerces 991 106

5. Computational Complexity

5.1. Time complexity

The time complexity of the HSHEP optimization-based algo-
rithm is primarily influenced by the individual complexities of the
Spotted Hyena Optimization (SHO) and Emperor Penguin Opti-
mization (EPO) algorithms, as well as the operations required to
combine them effectively.

The SHO algorithm typically exhibits a time complexity of
O(n2), where n is the number of hyenas or the population size.
This complexity arises from the need to evaluate the fitness of each
individual and update their positions iteratively based on the best
solutions found.

Similarly, the EPO algorithm has a time complexity of
O(n * m), where n is the population size and m is the number of
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iterations. This results from the evaluation of fitness and position
updates based on the emperor penguin behavior model.

When these two algorithms are hybridized in the HSHEP
approach, the combined time complexity can be approximated as
O(n2 + n * m). The exact complexity depends on how the two algo-
rithms are integrated. If the processes are sequential, the complexity
would be the sum of the individual complexities. If they run in par-
allel or have overlapping operations, the effective complexity could
be closer to the higher of the two.

Additionally, the integration mechanism in HSHEP, which
involves hybridizing the search and optimization strategies, adds an
overhead. Assuming a linear combination, the complexity remains
dominated by the higher-order term, which is O(n2) in this context,
considering m <= n. Therefore, the overall time complexity of the
HSHEP algorithm can be approximated as O(n2), ensuring efficient
performance for large-scale optimization problems with a manage-
able population size.

6. Experimental Results and Discussions

The initial step involved a comparison of the approach with
two alternative algorithms that do not incorporate prioritization—
specifically, SHO without prioritization and the method proposed
by EPO. In this comparison, a fitness function is used to quantify
the number of rectified code-smells. This was done to assess the
efficacy of using prioritizing in the schema.

The extended assessment compares the outcomes of the SHO
approach to three well-known metaheuristics: PSO, GA, and the
suggested algorithm. During this stage of the study, the same fitness
function is used to validate the utility of the SHO method.

Given the intrinsic randomized behavior of the algorithms and
techniques being investigated, it is crucial to remember that the
findings may differ somewhat with each run. To account for this
unpredictability and back up our deductive statistical assertions, the
experimental research includes 31 unique runs of simulation for
each method and approach examined.

To determine the significance of the findings, they used the
Wilcoxon ranking summation test, as described in PSO and GA.
This test was used to evaluate the SHO-based strategy against all the
other strategies investigated in the study. Another important point
to note is that the bulk of unresolved code smells detected in both
SHO without prioritization and EPO are of the “large class” type
[31, 32]. This type of code smell often needs numerous refactoring
operations and is extremely difficult to resolve without the introduc-
tion of a specialized strategy, such as priority.

Conversely, the computed Code-Smell Correction Ratio
(CCR) score associated with the “blob” code-smell is acceptable,
averaging at 79% across all systems. However, it is worth noting
that this score falls short of the scores achieved by both of the
other approaches. The deficiency in the correction ratio for data
classes is considerably compensated by the substantial improve-
ments observed in terms of importance, risk, and severity scores.

This lower score is primarily attributed to the fact that, in the
experiments, data classes are not prioritized; they are assigned the
least priority score, set to 1, in contrast to the treatment of blob
code-smells. This score allocation is in accordance with developer
preferences. Moreover, data classes, in general, undergo infrequent
alterations during development and maintenance, primarily con-
taining data and predominantly composed of setters and getters
functions, which involve minimal processing of data.

As a result, the significance score associated with this code
smell is fairly low. In contrast, as shown in Table 5, all discovered
“large” code-smells are properly handled, resulting in a perfection

rate of more than 90%. As a result, their relevance score is signifi-
cantly higher, making them more deserving of prioritizing.

Furthermore, to ensure the effectiveness and applicability of
our technique, we manually verified the likelihood of the different
recommended refactoring sequencing for every system.

They’re encountered certain semantic errors in the program’s
behavior. When identifying such errors manually, the classified
operations associated with these changes as suboptimal recommen-
dations [33]. To assess the success of an approach, compute an
accuracy precision outcome, which is the ratio of potential refac-
toring actions. On average, 90% of the refactorings are deemed
feasible. This score is in line with those achieved by both of the other
approaches as shown in Table 6.

However, it is worth mentioning that our results for data classes
are somewhat less favorable than those obtained by other method-
ologies. Generally, this type of code smell is less critical and poses a
lower risk than some other code smells, requiring less extensive cor-
rective action by software engineers, especially when compared to
code blobs. To fix difficulties with data classes, programmaintainers
can simply use refactorings such as inlining classes, shifting meth-
ods/fields to offer new behaviors/functionality, or combining data
classes with existing classes in the system. Although the technique
does not explicitly select data classes, we were able to obtain an
acceptable rectification score. This is partly attributed to the fact that
code blobs are often associated with data classes [34–36]. Conse-
quently, addressing code blobs can indirectly resolve issues related
to their associated data classes. Experimental results on different
datasets are shown in Figures 2–6.

Furthermore, there were good findings in terms of importance,
risk, and severity correction ratings. The majority of the important,
high-risk, and severe code smells were successfully handled, and
over 90% of the recommended refactoring sequences were seman-
tically consistent.

6.1. Fitness function

The pursuit of optimal solutions is driven by a single fitness.
The primary objective is to maximize the system’s overall quality.
By doing so, the approach becomes cost-effective; as it effectively
minimizes cost of the rework that may arise in the future. The pri-
mary objective of any software system, from a software engineering
standpoint, is to achieve exceptional software quality. This focus on
software quality has been a prominent area of interest in the software
engineering field for many decades [34, 35]. Among the various
activities in the software development lifecycle, software mainte-
nance and evolution stand out as the costliest, accounting for more
than 75% of the development expenses [36]. Consequently, the pres-
ence of software smells poses a potential risk for future software
maintenance [37]. However, by detecting and correcting these soft-
ware smells through refactoring, the system’s overall quality can be
significantly enhanced proactively, before these undesirable traits
spread to other phases and incur additional maintenance costs [38].

Fitness(r) = n−1∑
i=0 (yi ∗ (𝛿 ∗ Severity (ci) + 𝛾 ∗ Priority (ci)+ 𝛽 ∗ Risk (ci) + 𝛼 ∗ Importance (ci)))

Formula (1) enables the computation of the efficacy of the refac-
toring solution denoted as “w.” In this formula, “yi” is assigned a
value of 0 if the current class is identified as a code smell using
the code smell detection criteria, and 1 if no code smell is found.
The parameters 𝛿, 𝛾, 𝛽, and 𝛼 collectively sum up to 1, reflecting
the confidence or significance (weight) attributed to each individual
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Table 5
Refactoring results: Code smell

Code Smell Correction Ratio

System Approach Long Method (%) Feature Envy (%) Blob (%)
Long Parameter

List (%)
Large

Class (%)
JHotDraw SHO

EPO
PSO
GA
Proposed Algorithm

91(5/9)
91(6/9)
93(5/9)
94(6/9)
92(7/9)

89(15/4)
91(2/4)
92(3/4)
91(2/4)
92(47/4)

90(3/4)
89(2/4)
90(3/4)
90(3/4)
93(4/4)

89(4/9)
91(5/9)
92(7/9)
90(4/9)
93(8/9)

92(9/11)
90(8/11)
91(8/12)
89(6/11)
92(10/11)

GanttProject SHO
EPO
PSO
GA
Proposed Algorithm

91(4/7)
92(5/7)
94(6/7)
94(4/7)
93(6/7)

93(7/9)
92(6/9)
90(5/9)
92(6/9)
93(8/9)

93(6/7)
92(5/7)
92(5/7)
90(6/7)
93(7/7)

87(11/19)
91(16/19)
92(17/19)
92(17/19)
94(19/19)

90(14/18)
91(15/18)
93(15/18)
90(14/18)
93(16/18)

JEdit SHO
EPO
PSO
GA
Proposed Algorithm

90(197/27)
89(17/27)
91(19/27)
90(19/27)
93(20/27)

90(16/20)
91(16/20)
92(17/20)
89(15/20)
92(18/20)

90(20/27)
91(21/27)
91(20/27)
90(16/27)
92(22/27)

89(17/22)
91(18/22)
92(20/22)
93(21/22)
93(21/22)

91(20/27)
90(16/27)
90(20/27)
91(21/27)
92(22/27)

JFreeChart SHO
EPO
PSO
GAProposed
Algorithm

92(15/17)
91(14/17)
92(15/17)
89(9/17)
92(15/17)

87(20/27)
91(24/27)
92(25/27)
93(25/27)
94(27/27)

92(21/26)
89(16/26)
91(19/26)
90(19/26)
93(24/26)

87(7/14)
90(11/14)
91(12/14)
90(119/14)
92(612/14)

91(14/16)
92(15/16)
92(15/16)
89(9/16)
92(15/16)

Xerces SHO
EPO
PSO
GA
Proposed Algorithm

88(17/29)
92(21/29)
91(20/29)
91(21/29)
93(23/729)

91(63/72)
92(64/72)
89(57/72)
91(62/72)
92(65/72)

89(27/31)
91(26/31)
91(25/31)
92(26/31)
93(29/31)

87(17/29)
91(23/29)
91(24/29)
90(21/29)
93(25/29)

91(26/31)
91(25/31)
92(26/31)
89(27/31)
93(29/31)

Average 92 93 93 93 92

Table 6
Refactoring results: Importance, risk, severity, and refactoring precision scores

Systems Approach Importance Risk Severity Precision Score
JHotDraw SHO

EPO
PSO
GA
Proposed algorithm

89
76
72
61
57

90
76
72
61
53

87
76
73
61
59

89
75
74
67
56

GanttProject SHO
EPO
PSO
GA
Proposed algorithm

89
77
71
61
59

92
77
72
63
66

87
76
73
67
87

93
76
76
64
59

JEdit SHO
EPO
PSO
GA
Proposed algorithm

88
77
72
65
56

94
76
72
61
59

90
77
73
69
57

91
78
74
65
59
(Continued)
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Table 6
(Continued)

Systems Approach Importance Risk Severity Precision Score
JFreeChart SHO

EPO
PSO
GA
Proposed algorithm

88
77
73
61
55

92
76
72
61
57

87
76
72
65
58

89
78
74
65
57

Xerces SHO
EPO
PSO
GA
Proposed algorithm

89
77
75
68
59

93
76
74
65
55

89
76
72
61
54

90
87
75
64
57

Figure 2
Experimental results on Gantt Project using proposed and competitor approaches

Figure 3
Experimental results on JEdit using proposed and competitor approaches
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Figure 4
Experimental results on JHotDraw using proposed and competitor approaches

Figure 5
Experimental results on JFreeChart using proposed and competitor approaches

Figure 6
Experimental results on Xerces using proposed and competitor approaches
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measure. These weights can be adjusted based on developer pref-
erences. A series of comprehensive experiments were conducted,
involving diverse combinations of weights for each prioritization
measure. In the specific case of equal weights, each measure was
assigned a weight of 0.25.

Subsequently, here we present a set of 4 prioritizing criteria
(severity, priority, risk, and importance) that is included into the
methodology for resolving code smells during refactoring.

Severity: In practical scenarios, the influence or significance of
code smells is not uniform across all instances. Each specific occur-
rence is associated with a severity rating that enables designers to
promptly identify and address the most crucial occurrences of each
code smell. More precisely, identical types of code smells can man-
ifest in various code segments, each carrying distinct impact scores
on the system’s architecture. These impact scores gauge the relative
magnitude of the code smell, encompassing both its comparative
severity and the absolute detrimental effect on the overall system
quality.

Priority: Developers commonly assign varying degrees of sig-
nificance to distinct types of code smells, which can have diverse
implications for the overall quality of the system. By prioritiz-
ing detected code smells based on their individual preferences,
developers can arrange these types in a ranked order. This prioritiza-
tion approach empowers designers to optimize time utilization and
enhance the effectiveness of resource allocation for maintenance
tasks within their software projects.

Risk: An essential factor to take into account is the vulnera-
bility score. Therefore, this was posited that as code strays further
from established best practices, its susceptibility to risk increases.
Consequently, during the correction phase, the code smells posing
the highest level of risk should be given precedence. Each identified
code smell is accompanied by a vulnerability score, reflecting the
degree of departure from well-structured code design.

Importance: Typically, developers require an understanding
of the key code segments (such as classes and packages) within
the entire software system to effectively direct their efforts toward
enhancing their excellence. Within a standard software package
system, pivotal code segments are those that undergo frequent
modifications throughout the development and maintenance stages,
facilitating the addition of new features, adaptation to changes, and
overall enhancement of the software’s structural integrity [39, 40].

The graphical representations of refactoring results on differ-
ent types of the open-source software JHotDraw, JFreeChart, JEdit,
Gantt Project, and Xerces are given below in Figure 7.

6.2. Objective of maintainability

Maintainability of programs is the ease with which software
systems may be changed. It is a critical software quality factor that
directly influences the cost of software development. Therefore, to
effectively manage software development costs, it becomes imper-
ative to evaluate the maintainability of software systems [41]. To
achieve this, a metrics-based approach will be employed, which is
commonly utilized for predicting and estimating quality attributes,
specifically to assess the effect of fixing code smells. In our sce-
nario, the system’s maintainability will be assessed following the
implementation of a full refactoring process.

Software maintainability can be separated into five key
features:

1) Modularity: The software is organized into separate and cohe-
sive modules, allowing for easier understanding and changes to
be made to individual parts without affecting the whole system.

2) Readability: The code is well documented and written in a clear,
understandable manner, enabling developers to comprehend its
functionality and make modifications efficiently.

3) Testability: The software is designed to be easily testable, with
well-defined test cases and test environments, facilitating the
identification and resolution of defects.

4) Extensibility: The software is constructed in a way that allows
for straightforward addition of new features or functionali-
ties without major code changes or disruptions to the existing
system.

5) Reusability: The code is structured in a manner that promotes the
reuse of modules or components in other parts of the software or
in different projects, leading to increased efficiency and reduced
development effort.

By adhering to these characteristics, software developers can
create maintainable systems that are more adaptable to changes,
have fewer defects, and are more cost-effective to manage over their
lifecycle [42].

Figure 7
Experimental results on all datasets using proposed and competitor approaches
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Figure 8
Code smell refactoring sequencing technique

Code Smell 

Identification

•Proposal for 

Optimization

Prioritization

•Identify 

Code Smell

Impact 

Analysis

•Analysing 

Code Smell 

Effect

Refactoring 

Sequencing

•High Priority 

Code Smell 

Optimization

•Code Smell 

removed

Table 7
The five different code smell are used

Code Smell Illustration Refactoring Technique
1. Long Method A method containing more than 10 lines of code (LOC) is

classified as a long method.
Extract Method

2. Feature Envy A method shows more attention or dependencies toward other
classes rather than the class in which it is declared.

Move Method

3. Blob A class or method becomes excessively large and takes on
multiple responsibilities.

Extract Class or Extract Method

4. Long Parameter List A method has a large number of parameters, which can make
the method’s signature cumbersome and hard to manage

Replace Parameter

5. Large Class A class becomes overly large, containing a significant number
of attributes and methods

Extract Class or Sub Class

6.3. Refactoring techniques

Refactoring is the practice of reorganizing software code to
reduce unpleasant odors while maintaining its exterior functional-
ity. Code smell leads to errorless coding in the programmes, hence
these code smells should be removed by refactoring. The refactor-
ing sequencing technique takes place in different steps as shown in
Figure 8. “The process of refactoring involves modifying the inter-
nal attributes of the software while preserving its external behavior
[43]. The primary objective is to eliminate code inefficiencies and
bad smells. Below are some of the techniques employed in this
study” as shown in Table 7.

In this study, the focus is basically on five code smells and
HSHEP technique is employed to choose the top optimized solution
for refactoring sequencing in order to remove these smells:

1) Long Method: A long method is a code smell. When a method
is implemented in a long method of code, it smells. Excessively
long, containing numerous lines of code and performing multi-
ple tasks. This can make the method challenging to comprehend,
test, and modify.

2) Feature Envy: The code smell known as “feature envy” takes
place when a procedure is more focused on another object’s data
than on its own. In other words, a method is excessively using the
data and behavior of another class, indicating a potential design
issue.

3) Blob: It occurs when a class or module becomes excessively
large, complex, or has too many responsibilities, resulting in a
monolithic and difficult-to-maintain structure.

4) Long Parameter List: It is a code smell that occurs when a func-
tion or method has an excessive number of parameters. This
code smell can make the code harder to read, understand, and
maintain. It is typically an indication that the function may be
taking on too many responsibilities or that its interface could be
improved.

5) Large Class: It is a code smell that occurs when a class becomes
excessively large, typically due to having too many methods,
attributes, or responsibilities. Large classes can be challenging
to understand, maintain, and extend, and they often violate the
principles of encapsulation and single responsibility.

6.4. Potential facts

This section addresses the threats to the validity of the prior-
itization detection technique, discussing various factors that could
potentially impact the results.

Constructional accuracy: This hazard refers to probable mis-
takes in the model’s scent detection rules. Although we employed
highly accurate, precise, and recall-oriented rules for detection,
there remains a possibility that some model smells were not iden-
tified or that certain detected smells were not genuine. The used
model odors detection approach may generate false positives, influ-
encing the results of our research.

Inner authenticity: This risk assesses the possibility that the
quality estimate and maintenance calculator used will really achieve
their intended aims [44, 45]. We utilized the number of refac-
toring possibilities as a measure of the effort required to convey
model quality and improve the system, which is consistent with past
research. For sustainability, we follow the ISO/IEC 25,010 standard.
However, it should be noted that these indicators were chosen based
on their utilization in relevant research, which may have an impact
on internal validity [46].

External validity: This danger examines the generalizability
of the findings. In our studies, we used data from seven open-
source apps covering multiple areas and sizes. Nonetheless, further
research may be conducted to improve the generalizability of the
findings [47].

Addressing these validity threats allows for a more compre-
hensive understanding of the prioritization detection technique and
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the robustness of its results [48]. By acknowledging and consider-
ing these potential limitations, we can gain greater confidence in the
outcomes of the study.

7. Conclusion

This article proposes a unique hybrid strategy based on the
HSHEP algorithm that uses single strategies for objective optimiza-
tion. The refactoring of design smells is handled by the solutions,
in contrast to existing refactoring methodologies. A five-point eval-
uation of the HSHEP priority algorithm. The optimum refactoring
order, which results in the highest quality with the least amount
of maintainability, may be made using a variety of model smells.
A sizable bespoke dataset was used to evaluate the effective-
ness of the chosen refactoring strategies are created along dataset
which includes more 29,000 class records, using five well-known
open-source software initiatives. This article also provided the per-
formance data for benchmarking reasons represents an enhanced
variation of the current emperor penguin and spotted hyena. The
proposed approach can fix all reported pattern smells while also
identifying the restructuring sequencing that result in the great-
est improvements in software reliability and maintainability. These
gains are measured in terms of execution time, hyper volume, cov-
erage, and spacing parameters. According to the given results, the
effective prioritization process successfully rectified all detected
design smells. The HSHEPI algorithms revealed 2871 and 2856
refactoring possibilities utilizing 100-length sequences after 1000
iterations, in contrast to current single objective solutions. The
method is based on a unique relative accuracy coverage statistic,
which compares all solution points on average. To address addi-
tional model and code smells, the HSHEP applied an objective
optimization strategy to achieve the highest averagemaximum qual-
ity score of 1149. In addition, the HSHEP technique will be used
to address challenges in other domains, which include design pat-
tern prioritizing or defect repair priority, as well as the proposed
mapping scheme between actual numbers and solution representa-
tions. Finally, we want to construct a stand-alone tool that includes
the proposed refactoring solutions. Future aims involve turning the
proposed refactoring techniques into a stand-alone tool for practical
use. This study will also look at how the HSHEP method may be
used to solve issues in a variety of fields, exploiting its benefits in
terms of software quality and maintenance.
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