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Abstract:Nowadays, themalware communicates with command and control servers using domains generated algorithmically. Domain generation
algorithms (DGAs) are continually evolving, which degrades the accuracy of the existing methods calls for the continuous tracking of how DGAs
develop and their detection methods and calls for a good evaluation of the stage to open horizons for new detection methods. Data science plays a
key role in cybersecurity by providingmethods for detecting and analyzing network traffic data, includingDGAs, and helping to improve the overall
security of computer systems and networks. It can also be used to analyze large datasets of domain names and to develop and optimize solutions for
DGA detection, by applying techniques such as machine learning, deep learning, and genetic algorithms, which have shown their effectiveness in
detecting new and unknown DGAs. This paper reviews the role of data science in cybersecurity systems to detect DGAs. Hence, it also brings
together publicly available domain name datasets and data science techniques utilized in recent DGA detection systems to highlight current issues
and potential directions. This article additionally explains issues related toDGAdetection. Thiswill assist researchers in improving the current DGA
detection algorithms as well as creating new powerful models.

Keywords: domain generation algorithms, data science, malware, cybersecurity, machine learning

1. Introduction

It is important to keep in mind that technology is not inherently
good or bad, but its use and application can be. As technology
continues to advance, an attacker can use advanced technology to
find new attack methods or identify vulnerabilities in a system.
Therefore, it is also important for organizations to stay informed and
adapt their cybersecurity strategies to mitigate the risks of attacks [1].

Domain generation algorithms (DGAs) have become popular
tools for cybercriminals to evade detection and maintain control over
their malware. Figure 1 represents a schematic illustration of DGA
attacks. DGA is a technique used by malware to generate a large
number of domain names that can be used as command and control
(C2) servers [2]. The malware uses a DGA seed value, which is a
starting point, and an algorithm to generate the domain names. The
infected system will then periodically check the generated domain
names to see if any of them are active [3]. If a C2 server is found,
the infected system will connect to it and receive instructions. All
these techniques are used by malware to evade detection and
maintain persistent control of the infected system.

The random or pseudorandom nature of DGA-generated domain
names makes it difficult to detect and block them using traditional
methods. Furthermore, the fact that DGAs are always changing

makes it necessary to continuously monitor how they evolve and
their detection methods; it also necessitates a good review of the
stage at which new detection methods can be developed.

Data science provides a powerful approach to detect DGA-
generated domain names by analyzing patterns and features in the
domain names and classifying them as malicious or benign. The
process of DGA detection can be broken down into several steps
such as presented in Figure 2, including data collection, data

Figure 1
Schematic illustration of DGA attacks
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preprocessing, feature extraction by humans or automatically, model
training and evaluation, and deployment and monitoring. The
performance of DGA detection methods can be improved by using
advanced machine learning (ML) techniques such as deep learning,
which can automatically extract features from the data and improve
the performance of the model. Additionally, assembling multiple
models can also improve the performance and robustness of the
DGA detection system.

If computer networks do not have a security plan that includes a
thorough assessment of the steps to use innovative detection
techniques, they are susceptible to attack by DGAs.

We have developed a number of important questions as part of
our research methodology. As a result, this study has considerable
significance since it explores the following important subjects:

1) What are the essential components or parameters that an attacker
might take into account while creating a DGA?

2) What are the latest tactics employed by attackers to create DGAs,
and how do they modify their approaches to keep one step ahead
of security experts’ detection and mitigation strategies?

3) What recent and essential features should be looked for while
examining DGAs in order to identify and lessen malware?

4) What factors are most important to take into account when
choosing a technique for gathering DGA data?

5) What effect does data preprocessing have when building a model
that accurately identifies DGAs?

6) Which data science methods and tools may be used for the study
and identification of DGA-generated domain names, and how can
we leverage DGA data to enhance our capacity to recognize and
avoid harmful communications?

With these questions in mind, this research aims to highlight current
obstacles to DGA detection by consolidating current DGA
construction methods and exploring how attackers adapt to circumvent
detection. Additionally, the study reviews over 90 existing papers on
publicly available labeled DGA detection, encompassing data sources,
features, and ML models. Finally, the research examines the limits
and strengths of existing methodologies to pave the way for new
detection approaches.

This study employs a spectrum of data science techniques to delve
into the role of cybersecurity systems in identifying DGAs. The
methodology endeavors to evaluate the efficacy of diverse data
science methodologies in fortifying cybersecurity measures,
specifically in uncovering and mitigating threats originating from
DGAs. By conducting a comprehensive analysis of various
algorithms, methodologies, and their utilization in cybersecurity
systems, the aim is to contribute to the comprehension of how data

science can be utilized to reinforce the defenses against malicious
activities, including DGA-based attacks.

The rest of this article is organized as follows. Section 2 gives an
overview of algorithms used inDGA construction. Section 3 discusses
the DGA detection methods using data science; their processes are
detailed, and their challenges and prospects are summarized. Some
selected works are studied and compared in Section 4. A summary
of the main research issues and future directions in the studied field
are given in Section 5. Section 6 gives a conclusion of this work.

2. Construction of Domain Generation Algorithms

The use of advanced methods of computation such as artificial
intelligence (AI), machine learning (ML), and genetic algorithms can
be both a powerful tool and a significant threat in cybersecurity and
intrusion detection [4]. On one hand, these methods can help to
improve cybersecurity by automating tasks such as intrusion
detection, incident response, and threat intelligence. They can
analyze large amounts of data from various sources, such as network
traffic and log files, to identify patterns and anomalies that may
indicate a security incident. They can also learn from past incidents
to improve their ability to detect and respond to future incidents. On
the other hand, these advanced computational methods can also be
used by attackers to evade detection and launch sophisticated
attacks. Adversaries can use AI and ML techniques to develop
malware that can evade traditional security measures and
impersonate legitimate users [5]. They can also use AI and ML to
automate the process of launching and managing attacks, making it
more difficult for defenders to identify and respond to them.

In the context of malware based on DGAs, the seed value plays
a critical role in the construction DGA process; it is often hard-coded
into the malware, and it is the starting point of the algorithm. The use
of advancedmethods of computation makes it difficult to identify the
seed of DGAs, and if the seed value is difficult to identify,
researchers cannot predict the next set of domain names generated
by the DGA, which cannot help with blocking the communication
between the malware and the command and control infrastructure.

There are many methods used to generate domain names, but
the common goal of these methods is to make DGAs hard to be
detected by security systems and take them down; some of these
methods are complex and use advanced methods of computation.
The authors of DGAs also use a top-level domain (TLD) list
which is a program that generates domain names by using a list of
TLDs such as .Com, .Net, .Org, etc. The program may use a
specific rule to combine the TLDs with the domain names, such
as appending them or prepending them.

The following are the methods used to construct DGAs:

Figure 2
Data science process to detect DGAs
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1) Using a date [6]: An algorithm generates domain names using a
specific date. The program may use a specific rule to combine the
date with the domain names, such as appending the date in the
form of YYYYMMDD. This technique has been used for
several years as a way for malicious actors to evade detection
and maintain access to their infrastructure.

2) Combining words from a dictionary [7, 8]: A program
generates domain names by combining words from a
dictionary with a set of characters or numbers. The program
may use a specific rule to combine the words, such as
concatenating them or inserting characters between them.

3) Pseudorandom number generators [9–11]: A program
generates domain names using a pseudorandom number
generator, which creates a sequence of numbers that appears
random but is determined by a seed value. The generated
domain names may be based on a specific pattern, such as
combining a set of randomwords with a set of random characters.

4) Hash-based [12–14]: A program generates domain names by
applying a hash function to a seed value. The generated
domain names are determined by the input to the hash function
and the specific hash algorithm used.

5) Markov chain [15–17]: A program generates domain names by
using a Markov chain model, which is a mathematical model that
describes a sequence of events in which the probability of each
event depends on the state of the system in the previous event.
The program generates domain names by simulating a sequence
of characters based on the probabilities of the previous characters.

6) Deep neural networks [18–20]: Neural networks are designed to
capture long-term dependencies in sequential data and to learn the
underlying patterns and distributions in the data, such as Long
Short-Term Memory (LSTM) or Generative Adversarial Networks
(GANs). It can be used to generate domain names by training the
network on a large dataset of existing domain names and using it
to generate new domain names that are similar in structure.

7) Genetic algorithm [21, 22]: A program generates domain names
by using a genetic algorithm, which is a method that mimics the
process of natural selection to evolve solutions to a problem.
The program generates a population of domain names, and
through a process of selection, crossover, and mutation, it
generates new domain names that fit more according to some
fitness function.

In the context ofDGAdetection against constructionmethods ofDGAs,
it is a constant battle between the adversary and defender, with neither
having a permanent advantage nor superiority. The adversary
continually evolves his techniques to evade detection by using DGAs
to dynamically construct domain names using construction methods,
while the defender continually improves his methods for detecting
and classifying DGAs through feature extraction methods to block
malicious activities and protect the system. As technology and
techniques on both sides continue to advance, the defender needs to
stay up-to-date and proactive in his efforts to detect and prevent
malicious activities. At the same time, the adversary will likely
continue to find new ways to evade detection and carry out his
malicious activities, so the battle will likely continue indefinitely.

We should never underestimate the intelligence of our adversaries,
assuming that they are capable of understanding our plans, anticipating
our actions, and coming up with countermeasures. When we often
assume the intelligence of our adversaries, we improve our capacity
to anticipate possible obstacles, which lowers risks and increases our
chances of success.

By consolidating the techniques used in constructing DGAs, we’ve
contributed to heightening awareness of the risks posed by DGA-based

malware. This effort aids in recognizing recurringpatterns and similarities
in DGA creation, facilitating their detection and blocking, thus fortifying
overall security against malicious domains and cyber assaults. Moreover,
summarizing these methods facilitates a deeper comprehension and
analysis of DGA evolution over time, enabling swifter and more
effective responses to emerging threats.

3. DGA Detection Methods Using Data Science

Examining the domain names’ length, entropy, and character
frequency distribution are some of the features that are typically
examined in order to identify DGAs using data science. These
features are used as inputs to train ML models, which allow DGA-
generated domains to be distinguished from real ones. Examples of
these models are decision trees (DT) and random forests (RF).

3.1. Data science methods

The quality and the quantity of the data are crucial for the DGA
detection. The more data you have, the better the detection rate will
be [23]. Additionally, it is important to preprocess the data and
remove duplicates and irrelevant data before using them for DGA
detection. Therefore, this process should be done consistently and
systematically. This section presents a brief overview of the
techniques used to gather information about DGA-generated domains.
Its role is to provide a concise overview of the methods used,
including the tools and techniques used to collect data and to highlight
the key findings and insights gained from the data collection process.

3.1.1. Summary of collection methods
The summary of data collectionmethods helps to provide context

and an understanding of the data collectionmethods. There are several
ways to collect data from domains for DGA detection:
1) Passive data collection [24, 25]: This involves observing Domain

Name System (DNS) traffic to accumulate a significant dataset of
domains. Achieving this can be accomplished through tools like
tcpdump for capturing and examining network traffic or by
configuring a DNS resolver to log all DNS queries and responses.

2) Active data collection [26]: This entails actively querying
domain name registrars or WHOIS [27] databases to collect
information about registered domains. This can be done using
scripting languages such as Python or R to automate the
process of collecting and parsing the data.

3) Open-source intelligence (OSINT) [28, 29]: This involves using
publicly available information, such as social media to gather
information about domains. This can be done using web
scraping, data mining, or other techniques to extract information
from online sources.

4) Honeypots [30–33]: This method involves setting up a server or a
service that looks like a legitimate service but is used to trap
DGA-generated domains. When a DGA-generated domain is
accessed, it can be logged and added to the dataset.

5) Crowdsourcing [34]: This involves using a community of people
to collect and label data. For example, a website could be set up
where users can submit domains they suspect are DGA-
generated, and then other users verify whether the domains are
legitimate or not.

6) Using Application Programming Interfaces (APIs) [35]: Some
companies, such as malware research companies, provide APIs to
access their data. These APIs can be used to get information about
domains and IP addresses and use them to improve the dataset.

7) Using existing datasets: There are also existing datasets of DGA-
generated domains that are publicly available, such as the Alexa
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[36] dataset, which contains a list of the most popular websites on
the Internet, or the Common Crawl [37] dataset, which contains a
large number of web pages collected from the Internet, or
UMUDGA dataset [38], which contains both benign and
malicious domain names and can be used for training and
evaluating ML algorithms for DGA detection. These datasets
can be used as a starting point for DGA detection.

8) Combining different sources: It is also possible to combine data
from different sources to create a more comprehensive dataset.

3.1.2. Discussion and challenges
In general, data collection methods can result in inaccurate or

incomplete information due to human error, measurement error, or
problems with the data collection instruments.

In addition to providing context, the summary of DGA data
collection methods can also play an important role in evaluating the
effectiveness and reliability of the methods used to detect DGAs. It
can highlight potential limitations and biases in the data collection
process and provide suggestions for improvements or alternative
methods that could be used in the future. The summary given in
Table 1 can also serve as a reference for future research and
analysis, providing a historical record of the methods used and their
outcomes. Overall, the summary of DGA data collection methods is
a valuable tool for understanding and interpreting DGA data and
for improving the quality and reliability of DGA research and analysis.

3.2. Features extracted from DGAs

It is important to note that not all DGAs use the same features and
someDGAs aremore sophisticated than others. Therefore, it is important
to use multiple features to achieve the best detection rate. Additionally, it
is also important to keep updating the extraction of features. Several types
of features can be used to detect and classify DGAs such as those
presented in Table 2. In general, we can categorize features extracted
from domain names into two broad categories.

The first one contains features that depend on the specific
execution of malware samples, which are performed in an efficient
environment with a specific configuration and within a specific

time frame, such as temporal feature, behavioral network feature,
and DNS feature, and this is what we call them aware features.

Another category of features that are only linked to the domain
name and which are therefore independent of contextual knowledge,
such as statistical features, structural features, lexical features, etc., is
what we call free features.

3.3. Data preprocessing

Data preparation is an essential step in getting raw data ready
for analysis [57]. Data must be processed and transformed
into a format that can be used for analysis and modeling in this
process.

It is critical to understand that finding DGAs is a challenging task
that requires technical skill in data science, including data pretreatment,
as well as domain-specific understanding. An introduction to data
preparation techniques is given in this part, along with an
examination of the potential and difficulties that come with them.

3.3.1. Summary of data preprocessing
Data preprocessing, as shown in Figure 3, involves getting data

ready for ML by cleaning it, combining it, making it consistent, and
changing its format. These steps, like cleaning and organizing data,
help make it more accurate and reliable. They also make it easier to
spot important patterns and improve the quality of models. Plus,
preprocessing can make data smaller and faster to work with, which
saves time and makes analysis and decision-making more efficient.

Table 3 represents a summary of data preprocessing methods
with descriptions and references.

3.3.2. Discussion: Challenges and prospects in data
preprocessing

Preparing the data for analysis and modeling is a critical step
that comes with many difficulties and restrictions. The following
are some typical challenges in data preprocessing:
1) Data quality: The accuracy and dependability of the

preprocessed data can be significantly impacted by the quality

Table 1
Challenges of DGA data collection

Challenges Description Prospects

Bias DGAs data collection methods can be biased in various ways; for
example, the sources used by OSINT method may be biased
because it relies on publicly available information.

Collect large DGA datasets from a diverse range of
sources over a long period.

Verification and
validation

Verifying the accuracy and reliability of information collected
through OSINT can be challenging and time-consuming.

Create a test environment of the DGAs collected,
statistical analysis, and test.

Cost Data collection methods can be expensive and time-consuming,
especially when large amounts of data are being collected.

Use of parallel computing and GPU.

Data storage and
management

Storing and managing large amounts of data can be a challenge,
especially when data is being collected from multiple sources.

Develop a storage strategy, and implement data
compression.

Inadequate data Open-source information may not provide all the data needed for a
specific analysis or research project.

Collaborate with OSINT and other sources. Utilize
analytical tools such as machine learning
algorithms.

Integration with
other security
tools

Integrating honeypots with other security tools, such as intrusion
detection systems and firewalls, can be complex and require
specialized knowledge.

Develop strategies to integrate honeypots with
other security tools.

Limited
participation

Crowdsourcing efforts may not reach a large enough audience,
limiting the amount and diversity of data collected.

Develop strategies for crowdsourcing such as
identifying the target audience and providing
clear guidelines.

Data updates Keeping existing datasets up-to-date and relevant can be
challenging, as DGA patterns and behaviors change rapidly.

Automation of the data collection and web
scraping process.
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of the underlying data. Outliers, inconsistent measurement units,
and incorrect data types can be challenging to find and fix when
there are data quality problems.

2) Missing values: One of the biggest challenges in data
preprocessing is handling missing values. Depending on the
amount of missing values and the type of data, various
methods, such as advanced imputation techniques or dropping
the missing observations, may be needed to solve the problem.

3) Data transformation: Converting data into a format that can be
analyzed can be difficult as well. To do this, data may need to be
combined, new variables created, or categorical data turned into
numerical data. For accurate results, choosing the right data
transformation techniques is essential.

Although there are some difficulties in preprocessing data, there are
many opportunities to increase the precision and dependability of
data analysis and modeling results. Organizations can gain better
insights and make better decisions based on their data by
overcoming these obstacles and utilizing data preprocessing to the
fullest extent possible. Here are the prospects for using data
preprocessing in DGA detection.

Preprocessing can make it easier to extract more useful features
from raw data, which can then be used to train machine learning
models for DGA detection.

By ensuring that the data is consistent and well-formed,
preprocessing can help to make the DGA detection system more
resilient to new, unseen data.

Table 2
DGA features

Category Type of features Description and examples References

Aware feature Temporal
features

These include the time at which the domain was registered or accessed and the
frequency of domain name generation.

[39]

Domain Name
System (DNS)

These include the use of DNS data, such as the time of resolution, the IP address of
the resolving server, and the response status code, to identify patterns or anomalies
in the generated domain names.

[40, 41]

Behavioral
network
features

These include the network behavior of the generated domains, such as the IP addresses
they resolve to, the domains they connect to, and the type of traffic they generate.

[42]

Free feature Lexical features These include the use of specific words or phrases within the domain name, such as
common dictionary words, or the use of specific letter or number patterns.

[43, 44]

Linguistic
features

These include the use of specific language in the domain name, such as words or
phrases in a foreign language, or the use of homoglyphs (characters that look
similar to other characters).

[44]

Randomness
features

These include the use of random characters or sequences within the domain name and
the measurement of randomness of the domain name using statistical tests such as
chi-square or Kolmogorov–Smirnov.

[43, 45]

Graph-based
features

These include the analysis of the relationship between domains, such as the topology
of the domain name graph and the clustering coefficient of the domain names.

[46]

Phonetic features These include the use of phonetic similarity or phonetic distance measures to
compare domain names and identify patterns or similarities between them.

[47, 48]

Levenshtein
distance

This measures the difference between two strings, this is a way to measure the
similarity between two domain names.

[44, 49]

Neural network-
based features

These include using neural networks to extract features from the domain names, such
as the use of convolutional neural networks or recurrent neural networks to analyze
the domain names.

[50, 51]

Statistical
features

Include measures such as entropy, n-gram, and word frequency. [44, 52, 53]

Structural
features

These include the length of the domain name, the presence of specific characters or
character sequences, and the presence of specific TLDs.

[54, 55]

Markov chain
features

These include the use of Markov chain models to generate domain names and the
analysis of the generated names to detect patterns or anomalies in the generated names.

[44, 56]

Web-scrapped
features

These can be used to extract information from domain names, such as the following:
the domain names’ authority, popularity, and TLD extensions and keywords.

[44]

Figure 3
Data preprocessing methods
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Automated data preprocessing can speed up DGA detection by
decreasing the time and effort needed for manual data preparation.

By preparing the data for analysis, preprocessing can result in
improved model performance, such as higher accuracy, precision,
and recall in DGA detection.

3.4. Summary of DGA detection methods

This subsection provides an overview of the methodologies
employed for DGA detection, including natural language
processing (NLP), graph-based techniques, time series analysis,
supervised learning, unsupervised learning, semi-supervised
learning, reinforcement learning, and ensemble learning.

Overall, DGA detection using data science involves a
combination of different techniques, depending on the nature of
the DGA and the characteristics of the dataset, such as ML,
network analysis, and statistical methods. The choice of
techniques depends on various factors, including the specific
DGA being used, the size and nature of the dataset, and the
desired level of accuracy. In some cases, a combination of
techniques may be necessary to accurately detect DGAs in a dataset.

3.4.1. Natural language processing (NLP)
NLP techniques [43, 68, 69] are utilized to analyze the patterns

of characters in domain names and generate a probability score
indicating the likelihood that a domain is DGA-generated. This
involves processing textual data to extract features and train ML
models.

NLP techniques can also be used to extract relevant features
from domain names. This may include the following:
1) Character-level features: Length of the domain, frequency of

certain characters, or character sequences.
2) Word-level features: Presence of specific keywords or patterns.
3) Morphological features: Prefixes, suffixes, or other linguistic

elements within the domain name.

Although NLP techniques can be used in detecting DGA activity,
they face significant challenges and weaknesses. One major
difficulty is the rapidly evolving nature of DGAs, which can
generate domain names that mimic legitimate ones, making it hard

for NLP models to distinguish between malicious and benign
domains. Additionally, DGAs can generate large volumes of
domain names, overwhelming NLP-based detection systems and
increasing the likelihood of false positives. Moreover, DGAs can
adapt to evade detection by subtly altering their language patterns,
further complicating NLP-based detection efforts. Limited
applicability is another concern, as NLP techniques may not be
well-suited for detecting DGAs in non-textual data sources such
as network traffic. Furthermore, the computational complexity of
NLP algorithms can pose challenges in real-time detection
scenarios, where rapid analysis of large datasets is required. These
challenges underscore the need for a multifaceted approach to
DGA detection that combines NLP with other techniques such as
ML and network analysis.

3.4.2. Graph-based techniques
Methods based on graphs [46, 70–73] entail building a graph

with nodes representing domains and edges representing their
similarity in order to analyze the structure of domains. Next,
groupings of domains that were probably created by the same
DGA are identified using clustering or community identification
techniques.

While graph-based techniques offer the potential to detect DGA
activity, they encounter significant difficulty. Graph-based
approaches often involve constructing and analyzing large-scale
graphs of domain names and their relationships, which can
become computationally intensive and difficult to scale as the size
of the graph increases. Additionally, ensuring the quality and
reliability of the data used to construct these graphs is essential
for accurate detection.

However, obtaining high-quality data, especially in dynamic
environments where DGAs rapidly generate new domain names,
can be challenging. Inaccurate or incomplete data can lead to false
positives or negatives, undermining the effectiveness of graph-
based detection methods. Addressing these challenges requires the
development of efficient algorithms capable of handling large-
scale graphs while also improving the quality and freshness of the
data used for analysis. Moreover, integrating graph-based
techniques with other detection approaches, such as ML and

Table 3
Data prepossessing methods

Methods Description and examples References

Data cleaning This entails removing the dataset’s inconsistent, redundant, or missing values. [57–59]
Data normalization This entails converting the data into a common scale or format. Normalization aids in minimizing

the influence of variables with various scales on the analysis.
[57, 60, 61]

Data transformation This entails transforming the data into a format that is better suited for analysis, such as changing
category data into numerical data.

[57]

Data reduction Aiming to reduce the size of the data and improve the performance of the models without
sacrificing its information content, it contributes to reducing the dimensionality of the data and
improving the results’ interpretability.

[57, 62]

Feature selection Because numerous features overlap and are frequently connected, it is necessary to choose a subset
of pertinent features from the data for analysis. It is a specific case of data reduction.

[57, 63, 64]

Data resampling To balance the class distribution, the data must either be over- or under-sampled. Resampling can
enhance the effectiveness of machine learning models and help to avoid bias in the analysis of
imbalanced data.

[57, 65]

Data augmentation The goal of data augmentation is to increase the size of the training dataset by creating variations
of existing samples, which can help to reduce overfitting and improve the generalization
performance.

[57, 66]

Data integration The goal of data integration is to provide a single, coherent, and consistent view of data, which is
necessary for informed decision-making and efficient operations.

[67]
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behavioral analysis, can enhance the overall effectiveness of DGA
detection systems.

3.4.3. Time series analysis
By analyzing patterns and fluctuations in domain name

registration and usage over time, time series analysis [74–77]
techniques can help identify anomalous behavior indicative of
DGA-generated domains. These techniques can detect sudden
spikes in domain registrations, unusual patterns in registration
frequency, and other temporal anomalies that may indicate
malicious activity. Additionally, time series analysis can be
combined with other detection methods, such as ML algorithms,
to enhance the accuracy and effectiveness of DGAdetection systems.

Time series analysis also faces several challenges. One
difficulty is the presence of noise and variability in the data,
which can obscure the signals indicative of DGA-generated
domains. Filtering out this noise while preserving relevant
patterns requires robust preprocessing techniques and
sophisticated analysis methods. Additionally, DGAs may exhibit
subtle or evolving temporal patterns, making them harder to detect
using traditional time series analysis approaches. Adapting
algorithms to capture and respond to these dynamic behaviors is
essential for accurate detection. Scaling up time series analysis to
manage extensive datasets efficiently can present computational
hurdles, particularly in real-time contexts. Furthermore, DGAs
might display intricate or changing temporal patterns, which can
complicate their detection using traditional time series analysis
methods. It’s crucial to adjust algorithms to effectively capture
and react to these dynamic behaviors for precise detection.
Additionally, in scenarios where timely analysis is crucial, such as
real-time detection, handling large data volumes efficiently
becomes even more challenging. Overcoming these obstacles
demands ongoing enhancement of techniques and algorithms to
guarantee successful DGA detection through time series analysis.

3.4.4. Supervised learning
Supervised learning techniques [78–80] where the model learns

from labeled examples of both legitimate and malicious domain
names to classify unseen domains involve training ML models on
labeled data consisting of both benign and malicious domains.
Models such as DT, RF, and hidden Markov models (HMM) are
then used to predict the label (malicious or benign) of new,
unseen domains.

However, several difficulties exist in using supervised learning
for DGA detection. One challenge is the availability and quality of
labeled data, as obtaining a comprehensive and accurate dataset of
labeled malicious domains can be difficult due to the constantly
evolving nature of DGAs and the dynamic nature of malicious
activity. Additionally, DGAs can generate vast numbers of unique
domain names, leading to class imbalance issues where there are
far more legitimate domains than malicious ones. This imbalance
can bias the model toward classifying most domains as legitimate,
reducing its effectiveness in detecting DGAs. Moreover, DGAs
can exhibit complex patterns and variations that may not be
adequately captured by simple supervised learning models,
requiring.

3.4.5. Unsupervised learning
Instead of requiring labeled data, unsupervised learning

approaches [74, 81, 82] try to uncover the underlying structure of
the data without any prior information. Patterns in domain data
are found using algorithms like restricted Boltzmann machines
(RBM) and K-means clustering.

Unsupervised learning for DGA detection faces several
challenges, including dependence on data quantity and quality,
finding the ideal number of clusters for domain grouping, poor
compatibility between DGA families, and the challenge of
assessing model performance in the absence of labeled data.
These challenges impede the creation of reliable unsupervised
techniques, calling for creative solutions to successfully resolve
these problems.

3.4.6. Semi-supervised learning
Semi-supervised learning [73, 83, 84] includes using both

labeled and unlabeled data to train models, which can be useful
for detecting DGAs. This approach allows models to learn from a
combination of labeled and unlabeled data, potentially improving
detection accuracy.

This approach addresses the challenge of limited labeled data
availability while also benefiting from the broader context
provided by unlabeled data. However, designing effective semi-
supervised learning algorithms for DGA detection requires careful
consideration of the labeling process, selection of appropriate
features, and model architecture to ensure optimal performance.
Additionally, evaluating model performance in the absence of
comprehensive labeled data remains a challenge in
semi-supervised learning scenarios. Despite these challenges,
semi-supervised learning holds promise for enhancing DGA
detection capabilities by leveraging the combined strengths of
labeled and unlabeled data.

3.4.7. Reinforcement learning
Reinforcement learning [85–88] techniques involve an agent

learning to make decisions by taking actions in an environment to
maximize a reward signal. Algorithms such as Q-learning and
Deep Q Networks (DQN) can be applied to detect DGA activity.
This approach addresses the challenge of the complexity of
implementation, difficulty in defining the reward function,
sensitivity to the choice of algorithm, and not enough labeled data
available.

3.4.8. Ensemble learning
Ensemble learning [50, 89–92] techniques combine the

predictions of multiple individual models to produce a more
accurate overall prediction. Methods like RF, bagging, and
boosting are employed to enhance the performance of DGA
detection models. This approach addresses the challenges of
computational complexity, overfitting, model interpretability, and
the difficulty in selecting individual models.

At this stage of our investigation, we provide an overview of the
methodologies employed for detecting DGAs, while also
highlighting some of the challenges faced in this area. In the
following, we will delve into the detailed challenges encountered
in detecting DGA activities, along with an exploration of selected
works that contribute to enhancing our understanding and
methodologies for combating this threat landscape.

Table 4 presents the summary of the DGA detection methods
using data science with descriptions, examples, references, and the
challenges discussed.

3.5. Discussion: Challenges and prospects in DGA
detection

The use of data science techniques holds great promise for
DGA-based malware detection. However, it is a challenging task
due to the dynamic nature of the threat and the complexity of the
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algorithms used. Table 4 presents some of the most important
challenges in this context. The interpretation of these challenges is
explained below:
1) Limited applicability: NLP is typically used for processing

human language and may not be directly applicable to
detecting DGAs, which are often generated using algorithms
that are not based on natural language. However, the potential
for further development in NLP-based DGA detection is high
due to the constantly improving state of the NLP field, as well
as the need to keep up with the evolving threats posed by
DGA-based malware. New techniques and methods are
developed such as domain adaptation in NLP with transfer
learning and fine-tuning [93, 94]. These techniques allow
models to quickly adapt to new data, which is particularly
important in fields where new data is constantly being
generated, and they can be applied to DGA detection to
improve its accuracy and effectiveness, making it an exciting
area of ongoing research and development.

2) Computational complexity: Most data science techniques can
require a lot of computational resources to train, especially
when dealing with large amounts of data or complex models.
This can make it difficult to apply ML techniques in real-time
or in resource-constrained environments. Additionally, some
methods can have millions of parameters that need to be
trained, which can be computationally expensive and time-
consuming. To overcome these challenges, researchers and
practitioners may need to use more efficient ML algorithms or
employ techniques such as dimensionality reduction or model
compression to reduce the computational complexity of
models. Additionally, cloud-based computing and distributed
processing can also be used to provide the necessary resources
for data science applications.

3) Scalability: As the magnitude of the graph increases, the
intricacy of employing graph-based methodologies can emerge
as a bottleneck, particularly concerning extensive datasets. It is
imperative for researchers and practitioners to proactively

Table 4
DGA detection methods

Methods DGA detection methods References Challenges

Natural language
processing (NLP)

To analyze the patterns of characters in the domain
names and generate a probability score indicating
the likelihood that a domain is DGA-generated.

[43, 68, 69] Limited applicability, computational complexity

Graph-based
techniques

To analyze the structure of the domains. This can
be done by constructing a graph where each
node represents a domain and edges represent
similarity between them. Then, clustering or
community detection algorithms can be applied
to identify groups of domains that are likely to
be generated by the same DGA.

[46, 70–73] Scalability, data quality

Time series analysis The idea is to monitor the domains generated over
time and look for patterns such as sudden spikes in
the number of domains generated in a short time, or
patterns in the way the domains change over time.

[74–77] Collecting time series data, preprocessing the
data

Supervised learning The basic idea is to train a machine learning model
on labeled data that consists of both benign and
malicious domains. The model is then used to
predict the label (malicious or benign) of new,
unseen domains, for example, DT, RF, and
HMM.

[78–80] No enough labeled data available, Evolving
nature of DGAs, Feature engineering

Unsupervised
learning

A machine learning technique that does not require
labeled data. Instead, the algorithm tries to learn the
underlying structure of the data without any prior
knowledge, for example, K-means, and RBM.

[74, 81, 82] Reliance on patterns in the data, number of
clusters, limited interoperability, difficulty of
evaluation

Semi-supervised
learning

A type of machine learning that involves training a
model on both labeled and unlabeled data. This
approach can be useful for detecting DGAs, as it
allows the model to learn from a combination of
labeled data as well as unlabeled data that may
contain similar patterns or characteristics.

[73, 83, 84] Reliance on patterns in the data, number of
clusters, limited interoperability, difficulty of
evaluation

Reinforcement
learning

A type of machine learning technique where an
agent learns to make decisions by taking actions in
an environment to maximize a reward signal, for
example, Q-learning, DQN, and Actor-Critic (AC).

[85–88] The complexity of implementation, difficulty in
defining the reward function, sensitivity to
choice of algorithm, not enough labeled data
available

Ensemble learning A machine learning technique that combines the
predictions of multiple individual models to
produce a more accurate overall prediction, for
example, RF, bagging, and boosting.

[50, 89–92] Computational complexity, overfitting, model
interpretability, difficulty in selecting
individual models
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address these scalability challenges and engineer graph-based
techniques for DGA detection that are more adept and scalable.

4) Data quality and availability: The quality and accessibility of data
wield substantial influence over its accuracy, presenting a notable
challenge. Continuous and meticulous data collection regarding
DGAs is essential, necessitating researchers to perpetually refine
and update the dataset to remain at the forefront of the evolving
DGA landscape.

5) Feature engineering: Feature engineering poses a significant
challenge as it involves extracting pertinent features from
domains. The selection of features holds considerable sway
over the model’s performance.

6) Reliance on patterns in the data: Unsupervised learning relies
on the discovery of patterns within data without the need for prior
knowledge or guidance, which can be difficult in the context of
DGAs as the algorithms used to generate the domains are often
dynamic and evolving.

7) Model interpretability: Because it is more challenging to
pinpoint the causes of individual predictions when using
multiple models in an ensemble, the overall solution may be
more challenging to interpret and comprehend.

8) Overfitting: It is where the model performs poorly on unseen data
because it is too closely fitted to the training data. Researchers and
practitioners need to address these overfitting challenges and
develop more efficient techniques for DGA detection.

9) Sensitivity to choice of algorithm: Ensemble learning and
reinforcement learning are sensitive to the choice of algorithm
and may require significant tuning to achieve good performance.

4. Detailed Comparison of Some Selected DGA
Detection Works

It is not possible to give a thorough and detailed summary of all
works in the field due to the vast amount. However, in Section 3.4,
we have summarized the detection work of DGAs by methods and

not by works without indicating details concerning the algorithm,
data, features, type of classification, real-time detection (RTD),
and outcome of each work.

The approach in this section aims to select publications from the
methods presented in Section 3.4, provide a detailed analysis of their
key aspects, and then compare their respective methodologies. In all
the comparisons we make, we deem weak results whenever the
findings presented in the works are with an accuracy below 75%,
average if accuracy below 85%, accuracy good below 95%, and
excellent above 95%. The results of this comparison are presented
in Table 5.

5. Summary of the Main Research Issues and
Future Direction

Our research has pinpointed various challenges and research
domains in the realm of malware-based DGA detection using data
science, aimed at extracting invaluable insights from pertinent
data. These endeavors are instrumental in fostering intelligent
decision-making for robust cybersecurity solutions. Identified
challenges span data collection, preprocessing, feature extraction,
and machine and deep learning. The most pivotal directions for
exploration by researchers are succinctly outlined below:

1) Direction 1: Source datasets play a critical role. However, most
existing domain name datasets are outdated and may not provide
a complete understanding of the current behavioral patterns of
various malware-based DGAs. Although the existing DGAs data
can be processed to a meaningful level, there are still problems in
the data as we have presented in the subsection 3.1.2.

2) Direction 2: DGAs data could be inconsistent with a certain
DGA-based malware, noisy, incomplete, insignificant,
unbalanced, or incomplete. Such flaws in a DGAs dataset
could harm the learning process and hinder the effectiveness of
models as we presented in subsection 3.3.2. As a result, it is

Table 5
Comparison of selected works

References Algorithms used Related methods RTD Features Data collection Classification Results

[90] DBSCA, HMM, DNN Ensemble learning, time series
analysis

Yes Aware and
free

DNS records Binary Excellent

[89] CNN-LSM-ANN Ensemble leaning Yes No Existing datasets Binary Excellent
[75] DT Supervised learning, time series

analysis
Yes Aware DNS records Multiclass Good

[95] RF, SVM, NB, XGB,
DNN

Supervised leaning, NLP Yes Free Existing datasets Multiclass Excellent

[96] LSTM, neural
embeddings

Unsupervised learning, NLP No No DNS records Binary and
multiclass

Excellent

[73] LSTM, neural
embeddings

Semi-supervised learning, graph
analysis, NLP

Yes Free DNS records Multiclass Excellent

[72] Word graph Graph analysis, NLP Yes Free Existing datasets Binary Excellent
[78] ResNets Supervised leaning Yes No Existing datasets Binary and

multiclass
Excellent

[50] LSTM-CNN- SVM-RF Ensemble leaning, NLP Yes Aware and
free

Existing datasets Binary Excellent

[91] RF-LSTM Ensemble leaning Yes Aware and
free

Passive data
collection

Binary Excellent

[82] Auto encoder Unsupervised leaning Yes No OSINT, existing
datasets

Binary Excellent

[85] Monte Carlo search,
LSTM, CNN

Reinforcement learning Yes No Existing datasets Multiclass Excellent

[97] HMM Supervised leaning No Free DNS records Multiclass Good
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critical to comprehend these issues with cyber data and
successfully address them using both current algorithms and
recently developed algorithms for particular malware based on
DGAs. This might be yet another crucial area for research in
data science for cybersecurity.

3) Direction 3: As malware authors adapt and evolve their
techniques, the features that are effective at detecting DGAs
can also change; therefore, it is vital to employ multiple
features and keep updating the extraction of DGAs features
presented in Section 3.2 because not all DGAs use the same
features and some DGAs are more advanced than others.

4) Direction 4: Detecting DGA using ML and deep learning
methods poses several challenges such as presented in Section
3.4, and researchers must address these issues to improve the
accuracy and reliability of the detection process.

6. Conclusion

In this article, we highlighted the mutually beneficial relationship
between data science and malware-based DGA detection and talked
about a few problems that call for the cooperation of various
research communities. It has become essential to combine data
science and cybersecurity to identify malware based on DGAs. This
cutting-edge method has demonstrated impressive potential for
spotting malicious activities, even those that are complex and well-
hidden. The complexity of the algorithms, the requirement for
frequent updates, and the need for enormous amounts of data present
significant development and implementation challenges, but the
advantages are obvious. The cybersecurity sector must keep
innovating and evolving in order to keep up with society’s growing
reliance on technology and the threat landscape. The accuracy and
efficiency of malware detection systems can be further increased by
utilizing the most recent developments in data science and ML,
providing enhanced protection to businesses, organizations, and
individuals alike. In the end, this survey emphasizes the need for
ongoing research and development in this area to keep up with the
malware and cyberattacks constant evolution. Furthermore, the
methodologies and techniques presented in this study can be adapted
and integrated into existing cybersecurity frameworks to strengthen
defenses against emerging threats. Overall, our research underscores
the importance of leveraging data science in cybersecurity to stay
ahead of cyber adversaries and safeguard digital assets and
infrastructure in an increasingly interconnected world.
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