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Abstract: Person re-identification is a crucial field in computer visionwith significant challenges, including illumination, occlusion, pose variation,
and feature variation in complex backgrounds. Traditional methods have limitations in addressing these issues. However, thanks to the advent of
deep learning, new avenues have opened up, making it a hot topic in research. Generative adversarial networks (GANs) have gained immense
popularity in recent years for their ability to overcome these challenges. With their potential, GANs offer a promising solution to help
revolutionize the field of person re-identification. This paper introduces two innovative approaches that significantly improve the network’s
performance and efficiency. Firstly, a dual-stream network is proposed that integrates GANs to learn features from multi-modal images. This
approach is a breakthrough in network structure. Secondly, an angle-based heterogeneous center triplet loss is presented which enhances
clustering effects in the feature space and reduces the effect of outliers on paired distances, making it an excellent loss function. These
approaches collectively provide a new angle to limit the feature space’s positive and negative tests, resulting in a highly efficient and effective
network. This paper proposes a technique for learning discriminative pedestrian features while minimizing cross-modal differences. Our
model optimizes results for pedestrian re-identification datasets like SYSU-MM01 and RegDB, using a vast collection of visible light and
infrared photos of pedestrians taken from multiple cameras. Our ablation experiments show that the dual-stream network in this paper
achieves a Rank-1 accuracy of 57.27% using the SYSU dataset in all-search mode, surpassing many existing works. This demonstrates that
the dual-pooling fused features obtained from feature fusion in our technique are richer and more discriminative.

Keywords: ubiquitous data, human re-identification, generative adversarial networks, cross-modal pedestrian re-identification algorithms

1. Introduction

Generative adversarial networks (GANs) have revolutionized the
imaging field due to their ability to simulate arbitrary data distributions
with remarkable accuracy. GANs can generate images, music, and
videos that are indistinguishable from the real world. The GAN is
composed of a generator and discriminator, which work in tandem to
create images that are evaluated for authenticity. Through the training
process, both the generator and discriminator can improve their
performance, resulting in more realistic and convincing generated
images that even the discriminator can be fooled by. GANs have
opened up countless possibilities for the creative industry and have
proven to be a valuable tool for bringing imagination to life.

It seems like GANs can be improved by adding an extra input y to
both theG andD networks. This allows for more information to be used
in the model beyond just random variables. One interesting system that
uses this approach is the feature distilling GAN. It incorporates multiple
discriminators that focus on human poses and identities, along with a
same-pose loss integration that aims to produce similar images of the
same person.

As time goes on and science and technology continue to advance,
urban surveillance networks have become increasingly sophisticated.

The use of surveillance footage for pedestrian retrieval has become a
common technique employed by law enforcement agencies in
apprehending criminals. Pedestrian re-identification algorithms [1] utilize
computer vision and machine learning techniques to search for specific
individuals across different cameras or time frames within a surveillance
scene [2]. This has garnered widespread attention in the academic
community in recent years, leading to numerous research outcomes.

Currently, most pedestrian re-identification algorithms focus on
using deep learning methods to retrieve visible light images and
have achieved satisfactory experimental results [3]. In a recent
research [4], a new algorithm has been proposed for visible light
pedestrian re-identification that leverages perspective-aware loss.
This algorithm offers a highly accurate way to identify pedestrians
even under low-light conditions. As the day turns into night, most
surveillance cameras switch to NIR mode to ensure round-the-clock
monitoring. Infrared cameras generate thermal images using the
target’s infrared radiation signals, while RGB cameras divide visible
light into different wavelengths like red, green, and blue. However,
the differences in the imaging principles of these two types of
cameras make it difficult to match infrared images with RGB images
[5]. The proposed algorithm has been tested on the Market1501
dataset and has achieved an impressive average precision of 95.43% [6].

Therefore, cross-modal pedestrian re-identification algorithms
not only need to address the common intra-modal difference
problem in traditional pedestrian re-identification algorithms but
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also need to resolve the infrared-visible light inter-modal discrepancy.
To address the modal difference problem, the academic community
has proposed two main approaches: one involves using dual-stream
networks to learn modal-specific and shared characteristics and the
other involves using GANs to generate paired images [7] or
multi-spectral images [8] to eliminate modal differences.

Furthermore, to train the network to decrease intra-class
distance and enhance inter-class distance, the majority of
pedestrian re-identification algorithms employ cross-entropy loss
and triplet loss simultaneously [9]. However, traditional cross-
modal triplet loss is a strong constraint, and in the presence of
outliers (such as incorrect labels) in images, it may disrupt other
well-trained paired distances [10]. Moreover, it cannot constrain
the angles between negative as well as positive test pairs in the
feature space, leading to the model’s inability to divide different
pedestrian labels based on angles during the testing phase [11].

The principle of the heterogeneous center triplet loss function is
an innovative approach to bring closer the sample centers of the same
identity across different modalities while pushing away the sample
centers of different identities. This approach improves
cross-modality person re-identification technology, which plays a
crucial role in ensuring public safety by identifying targets in
surveillance cameras of different modalities. By solving the
problem of person Re-ID under low-light or night conditions, cross-
modality person re-identification enhances the accuracy and
efficiency of surveillance systems. The deep neural network
framework combining the heterogeneous center loss and the
non-local mechanism is a powerful tool that delivers exceptional
results in a wide range of applications.

In today’s ever-evolving digital landscape, the fields of digital
forensics, machine learning, and related domains are of paramount
importance. The research environment in this area is incredibly
diverse and multifaceted, with studies such as Khan et al. [12] and
Xiong et al. [13] focusing on ambient social media forensics and
Golovianko et al. [14] delving into the ramifications of Industry 4.0
and 5.0. Meanwhile, Lombardi and Vannuccini [15] explores
emerging patterns in the cyber-physical cosmos, and Fan et al. [16]
makes significant contributions to medical picture analysis. These
studies are crucial in helping us better understand and navigate the
complex digital world we live in. This article provides a study of deep
learning models [17], discusses the protection of industrial cyber-
physical systems [18], suggests a framework for threat modeling in
mobile communication networks [19], and uses AI to improve tumor
management [20]. Using small samples, Mahalakshmi et al. [21]
covers machine learning, Yang et al. [22] investigates transfer learning
for recognizing human activities, and Meng et al. [23] talks about
intelligent recovery decision-making. All these books and articles built
up to this point provide the ASMF paper with a solid foundation [24].

GANs have revolutionized the field of artificial intelligence by
providing a powerful tool for unsupervised learning.With two neural
networks – a discriminator and a generator – GANs use adversarial
training to create artificial data that is indistinguishable from actual
data. The versatility of GANs is evident from their widespread use in
image synthesis, style transfer, and text-to-image synthesis. GANs
can create realistic samples by engaging in a competitive interplay
between the generator and discriminator until the generator
becomes proficient at generating samples that fool the
discriminator approximately half the time. GANs are truly
remarkable in their ability to generate such realistic data without
any human intervention. It is no wonder that GANs are quickly
becoming an indispensable tool in many industries.

The use of GANs in a cross-modality model for re-identification
between RGB and infrared images is a cutting-edge technique that

tackles the challenge of a lack of discriminative information and
difficulty in learning a robust metric. The authors of the study have
developed a generative adversarial training-based discriminator to
learn discriminative feature representation from different modalities,
which helps in handling the lack of discriminative information.
Additionally, the integration of identification loss and cross-modality
triplet loss makes it possible to minimize inter-class ambiguity while
maximizing cross-modality similarity among instances, which is
essential for large-scale cross-modality metric learning. This
technique can be a great help in a wide range of applications that
require cross-modality re-identification, making it a valuable
contribution to the field of computer vision.

The paper suggests cross-modal pedestrian re-identification for
nighttime surveillance. A ubiquitous data GAN accounts for small
samples and modalities. Dual-stream networks minimize
inconsistencies and angle heterogeneous center triplet losses boost
clustering. Experimental findings show that SYSU-MM01
outperforms current Rank-1 and mAP methods. The method
improves multi-mode pedestrian re-identification.

Based on the above ideas, this paper innovates from two
perspectives: (1) in terms of network structure, we propose a
dual-stream network that integrates GANs to learn features from
multi-modal images; (2) in terms of loss functions, we present an
innovative angle-based heterogeneous center triplet loss that
improves network performance by reducing the effect of outliers on
paired distances and by using angles to limit the feature space’s
positive as well as negative tests, which enhances clustering effects
in the feature space and improves the network’s overall efficiency.

This paper presents a solution to visible-to-infrared pedestrian re-
identification algorithms in cross-modal settings. The method utilizes
the MatchGAN module and a ResNet50 dual-stream network to
extract picture features. The paper proposes using the angle
heterogeneous center triplet loss and cross-entropy loss for joint
training to reduce the network’s sensitivity to outliers and improve
clustering. These approaches provide a new angle, resulting in an
efficient and effective network for learning discriminative pedestrian
features. The proposed technique offers a novel way to minimize
cross-modal differences and improve cross-modal image recognition.

Section 2 presents a new pedestrian re-identification method
employing GANs, Ubiquitous Data, dual-stream networks, and
angle heterogeneous center triplet losses. Section 3 shows that it
outperforms contemporary Rank-1 and mAP algorithms on
SYSU-MM01. Section 4 concludes with a summary and
suggestions for additional research.

2. Research Methodology

Due to the significant impact of modal differences on the
performance of cross-modal pedestrian re-identification algorithms,
this paper focuses on learning discriminative pedestrian features
while minimizing cross-modal differences. The extracted features
are then utilized to optimize the model. This section will first
introduce the network framework proposed in this paper and then
focus on introducing the angle-based heterogeneous center triplet
loss proposed within the scope of this study.

2.1. Network framework

This research presents a dual-stream network that incorporates a
GAN, as shown in Figure 1 to learn features from multi-modal
images. The network has two primary modules: image creation
using the Match GAN to generate cross-modal matching images
and the feature extraction module composed of a dual-stream
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network. A method for testing parameter independence that relies on
a different set of assumptions are more robust for high dimensional
samples. Specifically, the method demonstrated that with a viable
approximation to a conditional distribution, one can derive
conditional independence tests that are approximately valid in
finite samples and have non-trivial power which is expressed as
parameter independence in Figure 1.

The existing few-shot learning methods can be broadly
categorized into three types – metric-based, model-based, and
optimization-based. One such method is MatchingGAN which
uses a matching procedure to blend the features of conditional
images through interpolation coefficients. To increase the number
of available samples, data augmentation is used. However, early
techniques such as shifts, rotations, or shears have limited
diversity. Deep generative models, on the other hand, provide a
wider range of diverse samples that can be used for data
augmentation, including both feature and image augmentation. In
adversarial learning, the matching generator and matching
discriminator are optimized using different loss terms in an
alternating fashion. The training procedure is monitored using
validation seen categories, but they are not used to update model
parameters. The discriminator is composed of one convolutional
layer and five blocks with increasing channel numbers.

2.2. MatchGAN

Modal differences consist of intra-modal differences and inter-
modal differences. Intra-modal differences refer to situations where
two images of the same human re-identification have significant
differences due to different viewpoints, poses, etc. On the other
hand, inter-modal differences arise from the different imaging
principles of infrared and RGB cameras, leading to significant
ubiquitous data distribution differences between the two modal
images of the same human re-identification. MatchGAN aims to
reduce intra-modal differences in the same human re-identification
images by generating images with similar poses, thereby reducing
modal differences. The network model can focus on inter-modal
learning and optimization.

As shown in Figure 2(a), each column of images represents
pictures collected of the same human re-identification under

different lighting and shooting angles. There is a significant
intra-modal difference between unmatched cross-modal images
(such as poses, etc.,). To address this issue, the MatchGAN module
is used to correct unmatched images. By generating matching
images, as shown in Figure 2(b), the generated cross-modal images
have the same-pose information and dressing style as the original
images, thereby reducing intra-modal differences between
cross-modal images while augmenting the dataset.

2.2.1. Matching image generation process
The power of the matching generator is truly remarkable. With

just a few conditional images and random vectors from the same
category, it can generate entirely new images that match the fused
features. The matching discriminator is also a game-changer,
taking the conventional GAN discriminator to new heights by
matching the generated image features with the fused feature of
the conditional images. The beauty of feature matching is that it

Figure 1
The framework of the dual-stream network integrating generative adversarial network (GAN)
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keeps the generator from overtraining on the current discriminator.
Rather than maximizing the discriminator output, the objective
requires the generator to generate data that matches the statistics
of the real data. By training the generator to match the expected
value of the features on an intermediate layer of the discriminator,
we can achieve truly remarkable results. The MatchGAN network
structure used in this paper is shown in Figure 3. Three encoders
are used to learn features that are specific to a modality as well as
those that are modality invariant of different modality images of
the same human re-identification.

As shown in Equation (1), the RGB image Yrgb is passed through
theRGB feature encoderFs

rgb to learnRGBmodality-specific features gsrgb
(such as pedestrian clothing color and texture information) and through
themodality-invariant encoderF i to learnmodality-invariant features girgb
(such as pedestrian pose and body shape). Similarly, as shown in
Equation (2), the IR (InfraRed) imageYir is passed through the IR feature
encoder Fisir and the modality-invariant encoder Fi to obtain IR
modality-specific features gsir and modality-invariant features gsir ,
respectively.

gsrgb ¼ Fs
rgb Yrgb

� �
; girgb ¼ Fi Yrgb

� �
(1)

gsir ¼ Fs
ir Yirð Þ; giir ¼ Fi Yirð Þ (2)

While maintaining the modality-specific features gsrgb unchanged,

decoders Ergb and Eir generate matching images by exchanging the
modality-invariant features of different modal images (i.e., girgb and

giir), as shown in Equation (3). This ensures that the generated RGB
image Yfake_rgb does not alter the modality-invariant information
of the original IR image, such as pedestrian pose and body shape while

possessing modality-specific features like clothing color and texture
similar to the original RGB image.

Yfake rgb ¼ Ergb f iir ; f
s
rgb

� �
;Yfake ir ¼ Eir f irgb; f

s
ir

� �
(3)

2.2.2. Rebuilding error
To enhance produced images, three rebuilding errors are

employed. To ensure that the separated features can reconstruct
their original images, Msame

recon is utilized for optimizing same-modal
image reconstruction, as shown in Equation (4), where ∣∣⋅∣∣ denotes
the M1 distance. This loss function monitors the GAN, preventing
overfitting [25].

Msame
recon ¼ kYrgb � Ergb f irgb ; f

s
rgb

� �
k1 þ kYir � Eir f iir ; f

s
irð Þk1 (4)

However, Equation (4) does not supervise the generation of
cross-modal matching images. To ensure the correlation between
the modality-invariant feature f iir of the generated RGB image
Yfake_rgb and the modality-specific feature f iir of the original
RGB image, cycle loss [26] is employed to constrain the generated
images, as shown in Equation (5).

Mcycle ¼ kYrgb � eYrgbk1 þ kYir � eYirk1 (5)

Mcycle ensures that the generated images can be transformed back
into the original images, providing further constraints on the gener-
ated images and addressing the mismatch issue.

In the equations, eYrgb ¼ Ergb ef iir;ef srgbÞ and similarly
�

eYir ¼ Eir ef rgb; ef sir� �
; ef srgb;ef irgb represent modality-specific and

modality-invariant characteristics extracted from Yfake_rgb,

respectively, and ef srgb represent the same extracted from, ef irgb.
Mrgb

GAN ¼ F lg Eisrgb Yrgb

� �� �þ lg 1� Eisrgb Yfake rgb

� �� �� �
Mir

GAN ¼ F lg Eisir Yirð Þð Þ þ lg 1� Eisir Yfakeð Þð Þ½ �
(6)

The final rebuilding error M is shown in Equation (7). Building upon
the preceding content, this paper, based on human re-identification
experience and experimental results, sets λcycle and λGAN to 1,
and the cycle is set to 10.

M ¼ λcycle Mcycle þ λGANMGAN þ λrecon Mrecon (7)

2.3. Dual-stream network

To extract features robust to modal variations, a dual-stream
network structure is employed [27], as illustrated in Figure 1. Since
cross-modal differences mainly exist in shallow features [28], and
following prior experience [29], this paper treats the shallow
convolution module (layer 0) and the first residual convolution block
(layer 1) of the ResNet50 [30] network independently. These are
utilized as modality-specific feature extraction modules, learning
distinct shallow features for different modalities. The remaining three
residual convolution blocks (layer 2, layer 3, and layer 4) share

Figure 3
MatchGAN structure diagram
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parameters, learning modality-shared feature representations in the same
feature space.

As the deeply extracted features f often have smaller dimensions
and contain effective high-level semantic information, average pooling
is commonly employed to aggregate global information of the feature
map to preserve the integrity of discriminative information. In contrast,
max pooling, as shown in Equation (8), retains the most salient and
recognizable information in the feature map.

Tij ¼ MAXi¼1;j¼1 fij
� �þ d2 (8)

Here, T represents the subsampled feature map, the stride is denoted by
c, the pooling domain is a × c × c matrix, and d2 is the bias. Taking
advantage of both characteristics, as shown in Figure 1, the extracted
feature f is subjected to average pooling along the blue dashed line,
followed by batch normalization [31], which accelerates network
convergence while preventing overfitting. This yields the feature fbn.
Subsequently, along the red solid line, the original feature f is passed
through a max pooling layer to obtain the feature fm. The features
fbn and fm are then fusional using point-wise addition, followed by
batch normalization to obtain the final dual-pooling fusion feature fi.
This preserves the integrity of discriminative information in the
feature map while highlighting the most discriminative parts.

To enable the model to have effective feature learning
capabilities, current pedestrian re-identification algorithms
commonly adopt a joint training approach, utilizing the feature fi
to compute the angle-based heterogeneous center triplet loss
MAC_tri as a metric loss to constrain intra-class differences. This
is combined with cross-entropy loss as a classification loss to
constrain inter-class differences, jointly training the network.

2.3.1. Angle-based heterogeneous center triplet loss
The fundamental idea of traditional triplet loss [31] is that the

distance between positive sample pairs plus a pre-defined margin is
less than the distance between the positive as well as negative test
pairs. Building on this idea, to prevent the model from getting
stuck in local optima and enhance its generalization ability,
researchers often employ triplet losses based on hard sample
mining (i.e., hard triplet loss), as shown in Equation (9).

MHard ri ¼

P
P
i¼1

P
K
a¼1 ρþ may

p¼1;2;���;K
E yia; yip
� �� min

n ¼ 1; 2; � � � ;K
j ¼ 1; 2; � � � ;P

i 6¼ j

E yia; y
j
n

� �
2
66666664

3
77777775
(9)

Here, number of pedestrian categories: P, images: K, extracted for
each pedestrian, yia is the anchor, yip and yjn represent the positive
as well as negative tests, respectively, ρ is the set margin, and E(⋅)
calculates the Euclidean distance.

However, hard triplet loss requires calculating the anchor with all
other images in the batch, which incurs a high computational cost.
Additionally, it is a strong constraint, and due to dataset outliers
(e.g., incorrect labels), it may disrupt other well-trained paired
distances. Addressing this issue, this paper improves upon traditional
center loss and proposes heterogeneous center triplet loss from hard
triplet loss Mcenter_tri. Traditional center loss [31] is shown in
Equation (10), reducing the space between the center of each class di
and each pedestrian feature fi to make the classes more compact

within themselves. Feature f is associated with pedestrian category i,
B stands for the number of photos in each batch, and di is the class center.

Mcenter ¼ 1
2

X
c
i¼1

kfi � dik22 (10)

In the task of cross-modal pedestrian re-identification algorithms,
during the training phase, P pedestrians are randomly sampled at
each iteration, and K images are extracted for each modality,
resulting in a total of 2P × K images. For each batch of ubiquitous
data, the RGB modality class centers Di

v and the IR modality class
centers Dit for P pedestrians can be obtained using Equation (11),
where Di

t represents the jth RGB image of the ith pedestrian, and
similarly, tij represents the jth IR image of the ith pedestrian.

Di
v ¼

1
K

X
K
j¼1

vij ;D
i
t ¼

1
K

X
K
j¼1

tij (11)

Unlike traditional center loss, the heterogeneous center triplet loss utilizes
positive sample pairs composed of anchor points and different modality
class centers. It then mines the hardest negative samples from all other
class centers, as shown in Equation (12). By comparing between class
centers, this approach reduces the computational complexity of themodel
while mitigating the impact of outliers on model performance.

Mcenter tri ¼
P

P
i¼1 ρþ E Di

v;D
i
tð Þ �min

j 6¼i
E Di

v;D
j
v=t

� �� 	
þ

þP
P
i¼1 ρþ E Di

t;Di
vð Þ �min

j 6¼i
E Di

t;D
j
v=t

� �� 	
;

(12)

While the Euclidean distance used in the heterogeneous center triplet
loss effectively optimizes the distances between positive as well as
negative test pairs in the feature space (i.e., e1 + ρ < e2), it has a
potential flaw in algorithm design. Specifically, it cannot effectively
constrain the angles between feature vectors, leading to uncertain
angles between feature vectors in the feature space. See Figure 4
for an example of how this could lead to situations where the positive
sample’s angle αwith the anchor point is larger than the negative sam-

Figure 4
Schematic diagram of the distribution of positive as well as

negative tests in the feature space
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ple’s angle β. When it comes to training, having embedded features
with angular discriminability is crucial for success. This allows for
accurate predicted scores for each category based on feature vectors.
The final fully connected layer calculates the dot product between the
feature vector set and the weight vector set for different categories,
resulting in precise predictions. Don’t underestimate the importance
of these factors when it comes to achieving success in training.

During the training phase, the embedded features in the feature
space must possess angular discriminability. To obtain predicted
scores for each category based on feature vectors, the last fully
connected layer calculates the dot product between the feature
vector set {fi}i∈[1,N] and the weight vector set {ωj} j∈[1,C] for dif-
ferent categories, as shown in Equation (13). To avoid biases towards
certain categories, the size of the weight vectorsωj should be close to
each other. Therefore, the prediction scores for each category for
each feature vector fi in the fully connected layer somewhat depend
on the angle θ(i,j) between the embedded feature vectors.

fi � ωj ¼ fij j ωj



 

cos θ i; jð Þð Þ (13)

As a solution, thiswork suggests the angle-based heterogeneous center
triplet lossMAC_tri. Since cosine distance, as shown in Equation (14),
focuses on the angles between vectors, it imposes a strong constraint
on feature vectors to learn appropriate directions in the feature space.

D X;Yð Þ ¼ 1� cos X;Yð Þ ¼ 1� X � Y
Xj j Yj j (14)

Therefore, this paper attempts to replace the commonly used
Euclidean distance in triplet loss with cosine distance to constrain
the angles between feature vectors. By substituting Equation (14) into
Equation (12) and simplifying, the resulting MAC_tri is expressed in
Equation (15).

MAC�tri ¼
P

P
i¼1 ρ� cos Di

v;Di
tð Þ þmax

j 6¼i
cos Di

v;D
j
v=t

� �� 	
þ

þP
P
i¼1 ρ� cos Di

t;Di
vð Þ þmax

j 6¼i
cos Di

t;D
j
vit

� �� 	
þ

(15)

The issue with the MAC_tri obtained in Equation (15) is that it causes

cos Di
v;D

j
v=t

� �
to approach −1, indicating a negative correlation. Since

the training goal is for the anchor point to be unrelated to the negative

sample, the [⋅] function is added to restrict cos Di
v;D

j
v=t

� �
to approach 0.

Considering that the cosine function’s range is [−1,1], this paper sets ρ
to 1 to simplify the parameters. During experiments, the small numerical
values of MAC_tri led to slow model convergence, affecting normal
training. To accelerate training speed, the paper introduces the exponen-
tial function y= ex into Equation (15), resulting in the final angle-based
heterogeneous center triplet lossMAC_tri as shown in Equation (16). In
this equation, λ1 and λ2 are weight coefficients, both set to 0.1 based on
empirical values.

MAC�tri ¼ λ1

X
P
i¼1

e
max
j 6¼i

cos Dt
v ;D

j
við Þ

h i
þ
�cos D

0
v ;Dt

tð Þþ1

� �

þ λ2

X
P
i¼1

e
max
j 6¼i

cos Du
t ;D

0
við Þ

h i
þ
�cos Di

t ;D
i
vð Þþ1

� �
(16)

2.3.2. Cross-entropy loss
To ensure the accuracy of model classification, cross-entropy

loss integrates identity information by assigning different

pedestrians to different categories. This paper employs the cross-
entropy loss proposed in the literature [31], combining label
smoothing, as shown in Equation (17). The model output predicts
its category through the fully connected layer, where pi represents
the likelihood of the model predicting category i and N is the
number of pedestrian categories in the training samples.

MID ¼
X

L
i¼1

�qilg pið Þ qi ¼ 1� L�1
L ξy þ i

qi ¼ ξ

L ; y ¼ i

�
(17)

To prevent overfitting and enhance the model’s generalization ability
[32], qi is calculated using Equation (17), with ξ as a hyperparameter
set to 0.1. During training, it assumes the labels may be incorrect,
avoiding excessive trust in training sample labels and improving
the model’s corrective ability when encountering erroneous labels.

3. Experimental Results and Analysis

3.1. Experimental settings

Our technique is evaluated on two significant visible-infrared
pedestrian re-identification datasets, SYSU-MM01 [28] and
RegDB [33]. The SYSU-MM01 collection included 287,628
visible light and 15,792 infrared photos of 491 pedestrians from
four and two cameras. The model trains with 395 pedestrian
photos and tests with 96. Indoor and all-search are supported by
the dataset. Cameras 3 and 6 are utilized for infrared imaging,
whereas cameras 1, 2, 4, and 5 are used for visible light imaging
in all-search mode. There are two sets of indoor visible light
cameras: one for the gallery and one for the query. The paper
gets photos in single-shot mode, so each gallery human
re-identification has one image throughout testing.

There are a total of 8,240 photos in the RegDB collection, with
10 photographs captured in visible light and 10 images captured in
infrared for each of the 412 pedestrians. The training set uses half of
the photos that are randomly assigned, while the test set makes use of
the other half. To retrieve infrared images, the paper uses visible light
images as a starting point.

During training, the backbone network is a pre-trained ResNet50
on ImageNet. Data augmentation techniques like horizontal flipping
and random wiping are used, and the image size is adjusted to
288 × 144. The network is trained for 660 epochs, where the first
600 epochs focus on training the MatchGAN module using the loss
function MMG ¼ 10�Mcycle þMGAN þMrecon . In the subsequent
60 epochs, train theMatchGAN and feature extractionmodules simul-
taneously. MatchGAN and feature extraction loss functions
are M ¼ MAC�tri þMID;MMG, respectively. Both MMG and M only
optimize the parameters of their respective modules. Each batch of
data randomly samples 6 pedestrians, with each pedestrian providing
8 images per modality, totaling 96 images. The MatchGAN module
uses the ADAM optimizer with a learning rate of 0.0001.

The stochastic gradient descent approach is used to optimize the
feature extraction module. It all started with a learning rate of 0.1 and
dropped to 0.01 at 620 epochs, before dropping even lower to 0.001
at 650 epochs.

Rank-1, Rank-10, and Rank-20 recognition rates, together with
mean average precision (mAP), are used as performance evaluation
measures in the testing phase in conjunction with the cumulative
matching curve. The study runs ten separate tests on the model
and averages the results to improve the stability of test accuracy,
taking into account the randomness in test picture selection.
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3.2. Comparative experiments

This study takes a look at the SYSU-MM01 dataset and
compares the method with 10 of the most recent methods. These
methods include BDTR [6], eBDTR [6], D2RL [8], Hi-CMD [25],
AlignGAN [34], JSIA [7], AGW [35], DDAG [36], LbA [37], and
SFANET [38]. For a more thorough evaluation, these approaches
are tested with the SYSU-MM01 dataset in both the all-search and
indoor-search modes. Table 1 displays the experimental findings,
where r= 1, r= 10, and r= 20 denote Rank-1, Rank-10, and
Rank-20, respectively, and mAP stands for mean average precision.

Table 1 shows that in both SYSU-MM01 dataset modes,
approaches using a dual-stream network, like DDAG [36],
SFANET [38], and the proposed method, outperform D2RL [8]
using a single-stream network. This provides more evidence that a
dual-stream network can improve the model’s sensitivity to
characteristics in images captured by several modalities, leading to
the acquisition of more discriminative features. The suggested
method outperforms other GAN-based algorithms, such as Hi-CMD
[25], AlignGAN [34], and JSIA [7], suggesting that merging a
dual-stream network with GANs can greatly smooth out variations
in image quality across different modalities, hence improving
network performance. In addition, when compared to the
state-of-the-art SFANET [38] algorithm, the suggested technique
outperforms it in all-search mode by 8.18% and in indoor-search
mode by 6.49% in terms of Rank-1 and mAP, with a small
improvement in mAP. The efficiency of the proposed strategy is
confirmed by comparing these experimental data.

Table 2 shows ablation experiments to confirm the suggested
method’s efficacy. The experiments compared the model’s
performance under different conditions. In the table, “Baseline”
represents the experimental results obtained using only the dual-
stream network. “Baseline + Center_tri” and “Baseline + AC_tri”

respectively indicate the experimental results obtained by replacing
the difficult triplet loss of the dual-stream network with
heterogeneous center triplet loss and angle heterogeneous center
triplet loss. “Baseline + MatchGAN” represents the experimental
results obtained by using MatchGAN for ubiquitous data
augmentation, with the dual-stream network. Finally, “Baseline +
MatchGAN + AC_tri” indicates the experimental results obtained by
using MatchGAN for ubiquitous data augmentation and optimizing
the network with angle heterogeneous center triplet loss.

Through the ablation experiments, it can be observed that the dual-
stream network proposed in this paper achieves a Rank-1 accuracy of
57.27% using the SYSU dataset in all-search mode, surpassing many
existing works [19]. This indicates that the dual-pooling fused features
obtained from feature fusion in this paper are richer and more
discriminative. Subsequently, replacing the difficult triplet loss in the
baseline with heterogeneous center triplet loss and angle
heterogeneous center triplet loss led to respective improvements of
2.24% and 3.92% in Rank-1. However, when replaced with
heterogeneous center triplet loss, the model exhibited negative
growth in Rank-10 and mAP. This suggests that optimizing the
model with Euclidean distance does not perform well in clustering
positive as well as negative tests in the feature space. The network
can only match relatively easy positive samples, and when there are
significant variations in viewpoints, poses, etc., it fails to maintain
high recognition accuracy. In contrast, using angle heterogeneous
center triplet loss optimizes the clustering effect of feature vectors in
the feature space by constraining the direction of feature vectors,
enabling the model to better determine the category of pedestrian
features and improve recognition accuracy.

Adding MatchGAN to the baseline resulted in a 3.26%
improvement in Rank-1 and a 2.02% improvement in mAP,
indicating that the generated matching images can enhance the
dataset and effectively reduce modality differences between
images. Finally, using the image generation module for ubiquitous
data augmentation and optimizing the model with angle
heterogeneous center triplet loss achieved optimal performance,
demonstrating the effectiveness of this paper’s framework.

To further demonstrate the ability of the proposed matching
image generation algorithm to augment cross-modal pedestrian
datasets while reducing modality differences between images,
MatchGAN was introduced to DGTL [25], DDAG [36], and AWG
[35] methods. The experimental results with the SYSU-MM01
dataset are presented in Table 3.

It can be observed that, after introducing the MatchGAN
method for augmenting cross-modal datasets, the Rank-1 accuracy

Table 1
Comparison of accuracy with other advanced algorithms with the SYSU-MM01 dataset

Method All-search single shot Indoor-search single shot

r= 1 r= 10 r= 20 mAP r= 1 r= 10 r= 20 mAP

BDTR [6] (IJCAI-18) 27.32 66.96 81.07 27.32 31.92 77.18 89.28 41.86
eBDTR [6] (IJCAI 18) 27.86 67.32 81.34 28.42 32.46 77.42 89.62 42.46
D2RL8.5 [8] (CVPR-19) 28.9 70.6 82.4 29.4 — — — —

Hi-CMD [25] (CVPR-20) 34.94 77.58 – 35.94 — — — —

AlignGAN [34] (ICCV-19) 42.4 85 93.7 40.7 45.9 87.6 94.4 45.3
JSIA [7] (AAAI-20) 38.1 80.7 89.9 36.9 43.8 86.2 0 94.2 52.9
AGW [35] (IEEE-20) 47.5 84.39 92.14 47.65 54.17 91.14 95.98 62.97
DDAG [36] (ECCV-20) 54.75 90.39 95.81 53.02 61.02 94.06 98.41 67.98
LbA [37] (ICCV-21) 55.41 – – 54.14 58.46 – – 66.33
SFANET [38] (IEEE-21) 60.45 91.8 95.16 53.87 64.8 94.67 98.07 75.16
Methods of this article 66.16 94.35 97.95 62.05 71.29 97.87 99.5 76.26

Table 2
Ablation experiments with the SYSU-MM01 dataset

Method

All-search single shot

r= 1 r= 10 mAP

baseline 57.27 90.01 55.81
Baseline + Center_tri 59.51 88.04 54.61
Baseline + MatchGAN 60.53 90.98 57.83
Baseline + AC_tri 64.74 93.58 59.9
Baseline + MatchGAN + AC_tri 66.16 94.35 62.05

Journal of Computational and Cognitive Engineering Vol. 00 Iss. 00 2024

07



in the three baseline methods mentioned above improved by 3.02%,
3.40%, and 3.32%, respectively. Additionally, the map values
improved by 2.33%, 2.62%, and 2.13%, respectively. The
experimental results confirm that the MatchGAN method
proposed in this paper can reduce modality differences between
images, making it easier for the model to extract robust features
against modality changes, thereby enhancing the model’s
classification ability and performance. Moreover, it can be
integrated into existing baselines for ubiquitous data augmentation
of cross-modal datasets, enriching the diversity of training
samples and reducing the risk of model overfitting.

To more intuitively demonstrate the differences in clustering
effects in the feature space of Positive as well as negative tests
when optimizing the network with different triplet losses, this
paper employs the k-means algorithm on models trained with
difficult triplet loss and angle heterogeneous center triplet loss.
The models are applied to cluster eight classes of pedestrian
images, each consisting of eight RGB images and eight IR
images. The clustering results are visualized in the feature space
using the t-SNE algorithm, as shown in Figures 5 and 6. In the
figure, circles represent RGB images, triangles represent infrared
images, and different colors represent different pedestrian categories.

Comparing Figures 5 and 6with Tables 4 and 5, it is evident that
in Figure 6 after optimizing the model with angle heterogeneous
center triplet loss, the inter-class distance (e.g., d2) in the feature
space between different pedestrian images is significantly larger
than the inter-class distance (e.g., d1) in Figure 5. This
phenomenon indicates that the former makes different pedestrians
more distinctive in the feature space, enabling the model to
determine the category of input pedestrian images more easily
during the testing phase, thereby improving pedestrian
re-identification algorithms’ accuracy.

Further observation of Figure 6 reveals that the clustering effect
of each pedestrian sample class ismore compact compared to Figure 5.
This suggests that optimizing the model with angle heterogeneous
center triplet loss can effectively reduce the intra-class distance
between images of the same pedestrian. Additionally, compared to
Figure 5, the distance between images of the same pedestrian but
different modalities (e.g., d3 and d4) is significantly reduced. This
phenomenon indicates that angle heterogeneous center triplet loss,
by constraining features based on angles, can effectively reduce the
cross-modal differences between different modality images,
mitigating their impact on the model’s classification performance.

Table 6 displays the outcomes of the paper’s comparison of the
suggested method to other sophisticated methods on the RegDB
dataset, which further validates the usefulness of the strategy.

Tables 4 and 5 show that when tested on the RegDB dataset, the
suggested technique continues to perform well, with an 81.17%
rank-1 accuracy. This means the suggested approach is good at
generalizing and learning features that are resistant to changes in
modality, which aids the model’s ability to locate matching cross-
modal images. This paper presents a compelling case for the use
of angle heterogeneous center triplet loss when optimizing neural
networks for pedestrian re-identification. By applying the k-means
algorithm to models trained with both difficult triplet loss and
angle heterogeneous center triplet loss, the study demonstrates
that the latter is more effective in creating more distinctive

Figure 6
Visualization results of the clustering effect of feature vectors in

the feature space
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Table 3
Experimental results comparing the effect of MatchGAN

ubiquitous data augmentation on different baselines

Baseline

All-search single shot

r= 1 r= 10 mAP

DGTL 52.72 84.93 49.6
DGTL + MatchGAN 55.74 87.18 51.93
DDAG 54.75 90.39 53.02
DDAG + MatchGAN 58.15 91.81 55.64
AWG 47.5 84.39 47.75
AWG + MatchGAN 50.82 86.92 49.89

Figure 5
Schematic diagram of the clustering effect using angle

heterogeneous center triplet loss
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Table 4
Schematic diagram of clustering effect using

traditional triplet loss
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Table 5
Schematic diagram of the clustering effect using angle

heterogeneous center triplet loss
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inter-class distances in the feature space. This means that different
pedestrians are more easily identifiable by the model during
testing, leading to improved accuracy in pedestrian
re-identification algorithms. These results make a strong argument
for the importance of using angle heterogeneous center triplet loss
in neural network optimization for tasks such as pedestrian
re-identification. It is interesting to note that the angular loss has
been found to achieve better similarity than the traditional triplet
loss. This is because the angular loss considers the relative ratio
of edges and treats all three edges as opposed to the traditional
triplet loss, which only deals with two edges. To ensure stable
training, a triangle of three triplet points is constructed to
minimize the angle (∠n) in the negative sample.

4. Conclusion

A pedestrian re-identification technique that combines a GAN
with angle heterogeneous center triplet loss is proposed in this paper.
The paper addresses the challenge of visible-to-infrared pedestrian
re-identification algorithms in cross-modal settings and seeks to
overcome this issue. Initially, the MatchGAN module is utilized
to decrease the cross-modal disparities across images while
simultaneously increasing the size of the dataset. Afterward, to
extract picture features, a dual-stream network that utilizes
ResNet50 as its backbone is utilized. To lower the sensitivity of
the network to outliers and to improve the clustering impact of
Positive as well as negative tests in the feature space, the
proposed angle heterogeneous center triplet loss and cross-entropy
loss are utilized for joint training. This is done to achieve the
aforementioned effects. The overall performance of the network is
consequently improved as a result of this improvement. The
effectiveness of the suggested algorithm has been validated by
extensive comparative studies, which show that the proposed
method contributes significantly to an improvement in recognition
accuracy. While GAN-based methods show promise, challenges
remain. These include developing more interpretable GANs,
incorporating diverse techniques, and integrating GANs with
mini-batch training for real-time responses. Our supervised
training approach requires many instances of the same identity in
different poses and contexts. However, exploring unsupervised
scenarios presents an intriguing challenge. Adaptation of
unsupervised person-ID approaches could be a solution.
Overcoming these challenges will unlock the full potential of
GAN-based methods.
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