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Abstract: Emotion recognition is a crucial component of artificial intelligence. As one of the main factors in emotion recognition, data-driven
affective computing heavily relies on high-quality training data, whichmay not always be readily available due to various reasons. Addressing the
challenge of data augmentation with inter-class and intra-class imbalances in emotion-evoking data is a critical issue in affective computing.
Currently, many researches have addressed the problem of inter-class imbalance, in which data segmentation processing methods are
widely used. However, the rationality of data segmentation methods needs to be verified; meanwhile, the solution to the intra-class
imbalance problem remains to be solved. In this paper, we validate the rationality of data segmentation methods through experiments and
propose a targeted data generation mechanism. This mechanism intentionally generates pseudo samples in proximity to the often-
overlooked samples, aimed at mitigating intra-class imbalance. Combined with Wasserstein generative adversarial network-gradient penalty
and generative adversarial network-based self-supervised, we have got T-WGAN-GP and T-GANSER. We then apply these approaches to
the DEAP dataset for emotion recognition with different data segmentation methods, including segmenting the data after (MI) or before
(MII) the division of the training and testing sets, as well as no data segmentation at all (MIII). Results show that MII and MIII in the
segmentation method are theoretically sound, and T-WGAN-GP obtains the best accuracy in the reasonable segmentation method due to its
targeted data generation mechanism. This mechanism effectively mitigates the intra-class imbalance to some extent.

Keywords: emotions, generative adversarial networks (GANs), intra- and inter-class imbalance, physiological signals, data segmentation
method

1. Introduction

With the swift advancement of population aging, the demand for
elderly care has surged, placing substantial strain on the provision of
emotional well-being support. Recognizing the emotional states of the
elderly, whether they are content, despondent, or discontent, has
become a formidable challenge, hindering the delivery of effective
services and care. This issue is particularly pronounced in places
such as nursing homes and hospitals, where staffing is limited and
the growing number of elderly individuals poses challenges for
caregivers, making comprehensive care a complex task. As
population aging continues to progress, these problems have
become more evident.

With the advancement of robot technology, emotion recognition
technology based on physiological signals has been proposed as a
potential solution to this problem. Emotion, defined as a conscious
mental reaction (such as anger or fear) subjectively experienced as a
strong feeling, typically accompanied by physiological and
behavioral changes in the body [1], can be objectively measured
using physiological signals such as EEG signals, ECG signals, and
skin signals. These physiological signals are spontaneously generated
by the human body and are not easily influenced by subjective

thoughts [2], making emotion recognition based on physiological
signals a promising approach to obtain more objective and reliable
results. In recent years, many researchers have considered
physiological signals as reliable indicators for emotion recognition
[3]. This technology has wide application prospects in fields such as
distance education [4], medical care [5, 6], human-computer
interaction [7], and others, including care for the elderly.

By utilizing emotion recognition based on physiological signals,
it is possible to identify the emotions of the elderly and provide tailored
services based on their emotional state, leading to improved care
outcomes. This technology has the potential to achieve a better care
effect by addressing the challenges associated with providing care
for the elderly in settings such as nursing homes and hospitals,
where staff resources may be limited.

EEG has certain limitations that need to be addressed in the
context of emotion recognition. Firstly, EEG signals have a low
signal-to-noise ratio as they represent the combined activity of
millions of neurons, making it challenging to extract meaningful
information from the data. Secondly, the original feature dimension
of EEG is typically high, and the limited availability of data samples
in typical cognitive neuroscience datasets further exacerbates the
issue of a low sample-to-feature ratio. This can pose challenges for
machine learning algorithms. Additionally, EEG signals are non-
stationary, meaning that they can change over time, further
complicating the analysis and interpretation of the data.
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To address the issue of limited data, data augmentation techniques,
such as data segmentation, have been used in emotion recognition. Data
segmentation involves dividing the continuous EEG data into shorter
segments for analysis. However, there are challenges associated with
data segmentation. In emotion recognition verification, it is
important to avoid data crossover between the training and testing
sets, meaning that the segmented data, obtained from the same
original data, should not be used in both sets. Data crossover can
significantly impact the accuracy and validity of the verification
process. For instance, when applying a trained network for emotion
recognition in real-world scenarios, the data must be collected from
individuals or situations that are outside of the dataset used for
training the network. This means we must avoid data crossover
during the network training phase.

Moreover, the manifestation of emotional expression in EEG
signals necessitates a specific time interval, and the exact duration
of emotional expression cannot be precisely determined.
Therefore, data segmentation may result in short segments that do
not capture the complete emotional expression, leading to issues
such as lack of emotional features, increased noise, and
inadequate representation of labeled emotions. In contrast, the use
of complete data may be more appropriate in certain cases to
ensure a more comprehensive representation of the emotional state.

Considering these limitations and challenges, it is important to
carefully design and implement data augmentation techniques, such
as data segmentation, while considering issues such as data crossover
and the duration of emotional expression in EEG signals. This is
crucial to ensure accurate and reliable emotion recognition outcomes.

Additionally, in emotion recognition, individual differences
among subjects and the accompanying emotional arousal often result
in imbalanced sample data, both in terms of inter-class and intra-
class imbalances [8]. Inter-class imbalance refers to the uneven
distribution of samples among different classes in the dataset, while
intra-class imbalance refers to the imbalance in the density
distribution within a single class. Both types of imbalances can lead
to low classification accuracy, particularly in terms of F1 score.

Deep learning is currently widely used in multiple fields. Jo et al.
[9] studied the application of deep learning in Alzheimer’s disease for
diagnostic classification and prognostic prediction using neuroimaging
data. They performed a systematic review of publications that utilized
deep learning approaches and neuroimaging data for the diagnostic
classification of Alzheimer’s disease. Hua et al. [10] reveal that the
latest research in deep learning and reinforcement learning has
paved the way for highly complex tasks to be performed by robots.
Deep reinforcement learning, imitation learning, and transfer
learning in robot control are discussed in detail. Zhou et al. [11]
describe the structure of some popular architectures of deep neural
networks and the approaches for training a model. The encouraging
results in classification and regression problems achieved by deep
learning will attract more research efforts to apply deep learning
into the field of emotion in the future.

Although existing generative adversarial networks (GANs),
including WGAN-GP, can address inter-class imbalance by
generating different numbers of samples for each class, they do not
consider intra-class imbalance, as noted in the state-of-the-art research.
In fact, data augmentation with GANs can exacerbate intra-class
imbalance if not properly managed. This is because GANs may
mistakenly perceive sparse samples within a class, which are distant
from the majority samples or have low sample density, as noise. As a
result, GANs may focus on generating data that resembles the
majority subclass, leading to a further imbalanced distribution of the
class. Moreover, classes with fewer samples are more prone to intra-
class imbalance compared to classes with larger sample sizes.

Unfortunately, to mitigate inter-class imbalance, generating more
data for the minority class is necessary, which requires addressing
intra-class imbalance during data augmentation using GANs.

To tackle the above-mentioned problem, this study proposes the
following contributions:
1) A targeted data generation method is proposed, based on which a

new loss function is established. It can measure the intra-class
distribution of newly generated data (by GANs) relative to the
original data.

2) Developing the framework of T-WGAN-GP and T-GANSER,
which enables targeted generation of data within the minority
class while considering the overall distribution, thus addressing
intra-class imbalance, and improving classification accuracy.

3) Verifying the rationality of enhancing data for emotion
recognition by data segmentation with different manners.

The rest of this paper is organized as follows: Section 2 provides a
summary of related studies. Section 3 presents the proposed
targeting method and its details, including the training procedure of
T-WGAN-GP and T-GANSER. The section also proposes a
crossover rate of the dataset to verify the degree of crossover in
different data segmentation methods. Section 4 presents simulations,
results, and analysis. Finally, conclusions are drawn in Section 5.

2. Related Research

In recent years, a growing body of research has focused on
developing methods for enhancing small sample data, with various
approaches proposed to address this challenge in emotion recognition.
Emotion recognition involves combining emotion induction methods,
feature extraction techniques, and classification methods to analyze
physiological signals, providing a foundation for the development of
emotion analysis and human-computer interaction. Commonly used
classification methods for emotion recognition fall into two categories:
(1) methods that extract features from different datasets, manually
select features from among many, and then classify emotions based
on the selected features; and (2) methods that directly classify the data
or automatically extract features. However, both modeling methods
require an adequate amount of data to ensure the development of a
sound emotion classification model. Training with a small number of
samples can lead to overfitting, causing the model to have poor
generalization ability and lower accuracy on the testing set. Since
physiological signals obtained in experiments can be subject to
individual differences and signal instability, they are usually small
sample signals, prompting researchers to propose various methods to
improve accuracy in such cases.

Several methods have been proposed to address the challenge of
small sample size. For example, Piho and Tjahjadi [12] introduced a
window selection method based on mutual information to select an
appropriate signal window to reduce the length of the signals. Nandi
et al. [13] proposed a real-time emotion classification system based
on logistic regression trained in an online fashion using the
Stochastic Gradient Descent algorithm. Demir et al. [14] proposed
five deep convolutional neural network models: AlexNet, VGG16,
ResNet50, SqueezeNet, and MobilNetv2. Chao et al. [15]
proposed a deep learning framework based on a multiband feature
matrix (MFM) and a capsule network to combine the frequency
domain, spatial characteristics, and frequency band characteristics
of the multi-channel EEG signals to construct the MFM. Pereira
et al. [16] proposed an experimental evaluation of three different
EEG datasets (DEAP, MAHNOB, and STEED) characterized by
short, intermediate, and long signal (or stimulus) durations.
Chao and Liu [17] proposed a deep belief-conditional random

Journal of Computational and Cognitive Engineering Vol. 00 Iss. 00 2024

02



field framework that integrates the improved deep belief networks
with glia chains and conditional random field. Tao et al. [18]
proposed an attention-based convolutional recurrent neural
network to extract more discriminative features from EEG signals
and improve the accuracy of emotion recognition. Liu et al. [19]
proposed an electroencephalogram (EEG) emotion recognition
method based on a hybrid feature extraction method in empirical
mode decomposition domain combining with optimal feature
selection based on sequence backward selection. Mert and Akan
[20] investigated the feasibility of using time-frequency
representation of EEG signals for emotional state recognition.
Chen et al. [21] conducted research on emotion recognition, with
a focus on the use of classifiers, achieving 67.89% and 69.06%
accuracy. Piho and Tardi [12] paid more attention to the feature
extraction stage. Du et al. [22] proposed different experimental
ideas, such as using one person’s experimental data for training
and another person’s data for testing. Hu et al. [23] took the
experimental data of 22 people from 32 people in the DEAP
dataset as samples. Gupta et al. [24] aimed to investigate the
channel-specific nature of EEG signals comprehensively and
provide an effective method based on flexible analytic wavelet
transform for the recognition of emotion.

The studies cited in the above references focus on different
aspects of emotion recognition, including feature extraction,
classification methods, and the use of various signal types.
However, they do not address the problem of small sample size,
which can result in overfitting and poor generalization ability.

Insufficient data collection is a widespread issue that researchers
often face. To overcome this challenge, data augmentation methods
have been proposed. In image classification, data augmentation is
commonly used to enhance accuracy, especially when the dataset is
limited. Geometric transformation techniques such as inversion,
rotation, shearing, scaling, reduction, translation, and jitter are
widely employed to increase dataset diversity. Additionally, pixel
conversion techniques such as adding salt and pepper noise,
Gaussian noise, applying Gaussian blur, and adjusting the Hue,
Saturation, Value contrast, brightness, saturation, histogram
equalization, and white balance are commonly used. Another
method involves generating new samples by using multiple existing
samples to address the issue of sample imbalance.

In the field of emotion recognition, geometric data segmentation
methods are often used to increase the number of samples. For
example, Li et al. [25] segmented data from the DEAP dataset in
2018, dividing 4-second segments into individual samples while
paying attention to the relationship between frequency bands and
channels. Yin et al. [26] divided their data into one 20-second
sample and achieved 67.97% and 65.10% recognition accuracy in
two classifications. Similarly, in a 2020 study, Zhong et al. [27]
segmented their data into 1-second samples and achieved accuracy
rates of 83.09% and 79.77%. In another study, Sharma et al. [28]
used a different approach by taking the last 30 s of one-minute data
as the sample, which also led to good emotion recognition
accuracy. Islam et al. [29] adopted a 3-second segment treatment
while focusing on the connection between channels. He et al. [30]
used a method in their 2022 study of dividing every 9 s into a
section and overlapping every 8-second window. Zheng et al. [31]
focused on the data processing method of data segmentation when
using the DEAP dataset for four-category classification of
emotions. They segmented the original sample into 1-second
samples and achieved 69.67% recognition accuracy. Shen et al.
[32] used the 1-second segment processing method and studied
different combinations of four frequency bands in their 2021 study,
achieving 74.22% accuracy.

Paper by byLi et al. [25], Yin et al. [26], Zhong et al. [27], Sharma
et al. [28], Islam et al. [29], and He et al. [30] applied different
segmentation processes to the DEAP dataset to increase the amount
of data, which assist their research methods to improve the accuracy
of emotion recognition. Meanwhile, literature by Zheng et al. [31]
and Shen et al. [32] focuses on the effect of data augmentation on
the four categories of the DEAP dataset under different
segmentation conditions, as well as some auxiliary research. While
these studies use data segmentation to increase the amount of data,
the segmentation-based enhancement method and data volume
increase are still limited by the original data, without much control.
Additionally, segmentation may exacerbate the data type imbalance.

The increasing demand for high-quality data has presented
various challenges, prompting the development of sophisticated
neural network-based data enhancement methods. Notably, the
advent of deep neural networks and GANs has revolutionized the
field of data enhancement. GANs have demonstrated impressive
capabilities in generating near-real images, videos, and sounds
through a game-like training approach between a generation
model and a discriminant model. The successful application of
GANs in generating high-quality data has sparked rapid
development and numerous improved methods in this area.

Inspired byGANs, several researchers have proposed newmethods
for enhancing data quality and addressing issues such as data imbalance.
For instance, Luo and Lu [33] introduced the Conditional Wasserstein
GAN (CWGAN) to enhance EEG data and improve the accuracy of
emotion recognition based on EEG. Shao et al. [34] and Waheed
et al. [35] developed a framework based on the auxiliary classifier
GAN (ACGAN) to learn the characteristics of sample data and
address the lack of data types. Yan et al. [36] proposed a CWGAN
with gradient penalty based on a variational self-encoder to address
data imbalance. Jin et al. [37] proposed a new GAN discriminator
network structure based on WGAN-GP and ACGAN for data
enhancement. In Luo and Lu [33], Shao et al. [34], Waheed et al.
[35], Yan et al. [36], and Jin et al. [37], the use of GANs enables the
arbitrary control of the number of generated data, but the lack of
original data may limit the performance of the network model.

Dong and Ren [38] explored various segmentation methods to
improve the generative network’s ability to produce data samples
with PSD features in their four-category classification study.
Luo et al. [39] employed a 1 s segmentation approach to preprocess
the data and then trained a GAN to generate high-quality data.
Zhang et al. [40] also used a 1 s segmentation method to train the
GANSER network model to generate high-quality data and enhance
the classifier’s performance.

In Dong and Ren [38], Luo et al. [39], and Zhang et al. [40], the
two enhancementmethodswere combined by first segmenting the data
and then enhancing it using a GAN. This improved the sample’s basic
data volume to meet data quantity and quality requirements and
enhanced emotion recognition accuracy. However, this combined
method did not separate the training set and the test set during data
segmentation. As previously discussed, this approach is logically
flawed (as will be demonstrated in the fourth part of this article)
and does not address data imbalance issues.

Due to the high cost of data collection,most EEGdatasets contain
only a limited amount of data, leading to unbalanced sample
categories. To address this issue, new and efficient oversampling
methods for unbalanced data synthesis have been proposed. For
example, Zheng et al. [41] proposed the Conditional Wasserstein
GAN-Gradient Penalty method, which adds auxiliary condition
information to the model. Additionally, Pan and Zheng [42]
proposed a new sample generation method using GANs to address
the problem of EEG sample shortage and sample category
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imbalance. These studies explored the performance of emotion
recognition with frequency band correlation and frequency band
separation computational models before and after data
augmentation on standard EEG-based emotion datasets, thereby
solving the problem of imbalance between categories. However,
these studies did not consider the imbalance within categories.

To address this issue, we propose a new data enhancement
framework that focuses on intra-class data imbalance. By expanding
the data within each category, we can achieve a balance between
categories and improve the accuracy of emotion recognition. Among
various data enhancement methods, the suitability of data
segmentation methods for emotion recognition remains unexplored.
The data of the training set and the testing set should avoid
crossover, and we plan to verify the rationality of different data
segmentation methods through experiments. This will provide
experimental reference for subsequent related studies.

3. Research Content

To address the issue of intra-class imbalance, we propose a targeted
data generation method. And we propose new data augmentation
frameworks, T-WGAN-GP and T-GANSER, by combining targeted
data generation with WGAN-GP [43] and GANSER [40],
respectively. Three distinct experimental modes for data segmentation
have been designed, along with the introduction of a dataset cross-
rate metric. The rationality of different data segmentation methods is
analyzed through the experimental results of each mode.

3.1. Targeting method

Imbalances may occur between emotion categories, where the
amount of data differs, and within categories, where the distribution
of data varies greatly. Such imbalances can lead to biased emotion
recognition results and decreased accuracy. This approach
involves training the generator in the GAN to generate high-
quality data around specific targets, effectively expanding the
unbalanced data within each category to achieve balance and
improve the accuracy of emotion recognition. Target points refer
to sample points with a lower distribution of surrounding data.

3.2. T-WGAN-GP and T-GANSER

The frameworks aim to address the problem of data imbalance
in EEG datasets. T-WGAN-GP and T-GANSER generate high-
quality data around the calculated relative position area or target
to address this issue to achieve a balance in the data.

T-WGAN-GP and T-GANSER introduce a targeted loss
function, Target-Loss, in addition to the Original-Loss which is
calculated from Equation (1). The loss functions of WGAN-GP and
GANSER share similar components, with the formula (1) given as:

L ¼ Ee�Pe D G δ e; τð Þð Þð Þ½ � � Ee�Pe D δ e; τð Þð Þ½ �
þ λPEê�Pê jjrD êð Þjj2 � 1½ �2 (1)

where Pê is defined sampling uniformly along straight lines between
pairs of points sampled from the data distribution Pe and the generator
distribution among G δ e; τð Þð Þ. The gradient of the discriminator D is
denoted byrD êð Þ, and λP is a hyperparameter presenting the weight
of the penalty term.

The training process for T-WGAN-GP and T-GANSER is
illustrated in Figure 1. First, as shown in part I of the diagram,
generated data are obtained from the countermeasure network, and
the Original-Loss function is calculated through the network

model to update the discriminator’s parameters and then update
the generator’s parameters based on the output of the
discriminator. The training process in part I follows the training
methods used by the WGAN-GP and GANSER models.

Then in part II, firstly, the target factor tftempð Þ and critical
value ðtfboundaryÞ are calculated for real data, then the target factor
of each real data is compared with the critical value, and the data
whose target factor is greater than the critical value are saved in a
new array (Xa) for subsequent calculation.

Finally, in part III, the generative model is employed initially to
generate pseudo-data, which is then merged with real data to
construct a new dataset for training. Then, the target factor is
calculated again for each sample in the dataset at this point, and a
new critical value is selected. Select the data whose target factor
is greater than the critical value by comparison, compare the
selected data with the data saved in the part II, and select the
duplicated data, at this time, the selected data are the final target
point, and use the target point data to calculate the Target-Loss
for the update of the model parameters. The part II and part III are
the training process of the targeting method in the new model.

Among them, the specific calculation flow of target detection
method and target loss function is shown in Table 1. Targets are
selected by calculating target factors and thresholds for real and
generated samples in different computational orders followed by
calculating the target loss optimization model.

The calculation of the target factor (TFtemp) in the process of
Table 1 is shown in Figure 2, where Xi belongs to cxi , dist a; bð Þ is
the Euclidean Distance between a and b and Centerci is the center
of subclass ci, where a and b represent the location of the sample.
In Figure 2, the data are first clustered into k clusters and then sorted
based on the number of elements in each cluster. When dividing into
small and large clusters, a threshold is set, with a threshold value of 0.9
in this study. After the division is completed, the target factors are
calculated sequentially according to the algorithm shown in the figure.

3.3. Model framework and parameter design

T-WGAN-GP framework is shown in Figure 3.The input of the
generator consists of 128 random noise data, which is then passed
through a fully connected layer with 1024 neurons to expand the
data to 1024, and then reorganized into a three-dimensional tensor
(256,2,2). It utilizes the LeakyReLU activation function and
finally generates a tensor of size (32,4,1) through 3 transposed
convolutional layers. The first transpose convolutional layer has
256 convolutional kernels with a stride of (4,2), the second layer
has 128 convolutional kernels with a stride of (2,1), and the third

Figure 1
Flow chart of T-WGAN-GP and T-GANSER enhancement

framework
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layer has 64 convolutional kernels with a stride of (2,1). The size of
the convolutional kernels is all (3,3), and LeakyReLU is used as the
activation function for the first two layers, while Tanh is used as the
activation function for the third layer.

In the discriminatorD, there are a total of 3 convolutional layers
with kernel sizes of (3,3), and strides of (1,1), with 64, 128, and 256
convolutional kernels respectively. LeakyReLU is used as the
activation function for all layers, and the last layer is a fully
connected layer with 1 node and no activation function. During
training, Adam optimizer is used with learning rates of 0.0001 for
the discriminator and 0.0002 for the generator.

The classifier adopts support vector machine (SVM) with a
Gaussian kernel function, where the hyperparameters g= 1 and c= 1.

T-GANSER framework and usage parameters are the same as
GANSER [40].

In T-WGAN-GP, random noise is input into a network model
constructed using multiple layers of convolutional layers. EEG
samples are obtained by feeding the multi-layer convolution with
a predefined dimensional vector; In T-GANSER, the data are first
subjected to a transformation function to remove some signal
values. Then, it is input into the model where multiple layers of
convolution are employed to fill in the missing signals, resulting
in complete data and obtaining EEG samples.

3.4. Experimental design of different data
segmentation methods

One of the commonly used methods for emotion recognition is
to use data segmentation for data augmentation. Data segmentation
divides the original sample into multiple samples, and the segmented
data from the same sample often have similar features. Therefore,
when the segmented data from the same sample exist in the
training and testing sets, it is easier to identify cross-sample data
during testing, which can improve recognition accuracy. However,
in real-world scenarios, when applying the trained network for
emotion recognition, the EEG physiological signals of one or
more individuals collected outside the dataset should be identified.
These signals and the data used in our training network should
not crossover. Both theory and practical considerations show that
the rationality of data crossover between the training and testing
sets should be low.

Additionally, in signal data capturing emotional expression, there
is a necessity for a certain duration for emotions to manifest fully, and
this timeframe is not always determinable. Consequently, after
segmenting the data, short-duration segments may lack emotional
characteristics, contain more noise, and fail to accurately represent
the corresponding emotional labels. In contrast, utilizing the
complete dataset is more justifiable.

Based on the theoretical analysis above, this article designs
three experimental modes:
1) MI: segmenting the data before the division of the training and

testing sets

Table 1
Target detection and target loss calculation process

Input: Xr= [xr1, xr2, : : : , xrn], the original data.

Let X = Xr, X = [x1, x2, : : : , xi, : : : ]
========= Target factor computation, TFC ========
Compute target factor of X = [x1, x2, : : : , xi, : : : ], which is denoted as TFtemp= [tftemp1, tftemp2, : : : , tftempi, : : : ], where tftempi is
the target factor of xi (Figure 2)
Sort tftempi from min to max store it in a new variable TF = [tf1, tf2, : : : , tfp], tf1 ≤ tf2 ≤ ⋯ ≤tfp. Where p is the dimension of X (it
equals to n currently).
Set boundary = Round (0.8*p) where Round () is a rounding function.
==========================================
For all the xi in X, if tftempi ≥ tfboundary, put xi into Xa. (tfboundary: criticality factor, Xa = [])
Generate new samples with generator using random noise z, Xg ← Gθ (z)
Let X = Xr ∪ Xg. Do Target factor computation (Figure 2), which is the same as the code between the “===” lines. Then we have
TFtemp = [tftemp1, tftemp2, : : : , tftempi, : : : , tftempn+f] and a new tfboundary.
Set Target_Losstemp= 0, For all the items in X

If xi ∈ Xa and tftempi > tfboundary
Target_Losstemp = Target_Losstemp + (tftempi − tfboundary) 2

End if
Target_Loss =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Target Losstp=n

q

Figure 2
Target factor calculation process
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Each sample has an experimental duration of 60 s, and it is
segmented based on a 1-second interval. Following segmentation,
the data are divided into training and testing sets.
2) MII: segmenting the data after the division of the training and

testing sets

The entire dataset is firstly divided into training and testing sets.
Subsequently, the data samples in the training and testing sets are
further partitioned separately.
3) MIII: no data segmentation

Perform experiments utilizing the complete dataset, where
involves treating the entire 60-second duration as a single sample
for analysis and model training.

3.5. Crossover rate of dataset

To assess the influence of data crossover on the accuracy of
emotion recognition, we introduce the concept of the dataset
crossover rate.

This rate is calculated to determine the degree of crossover
between data in the training and testing sets after the data is
segmented. The crossover rate allows us to accurately measure the
degree of crossover and evaluate its impact on recognition accuracy.

3.5.1. Calculation of crossover rate for single sample
To calculate the crossover rate for a single sample, we use the

following steps:

1) Count the number of data that are divided into the training set
after the same sample is segmented into multiple data points.
We denote this as ‘n’.

2) Count the total number of data points that the sample is
segmented. We denote this as ‘m’.

3) The crossover rate can be calculated as C = n/m.

We believe that having more labeled data in the training set leads to
better model training and makes it easier to identify data segmented
from the same sample in the testing set. Therefore, a higher value of
n/m indicates a greater degree of crossover.

3.5.2. Determination of crossover rate for multiple samples
When multiple samples are segmented for labeling, each sample

has a calculated crossover rate. For example, in Figure 4, 10 samples are
divided into the training and testing sets using different labels
(e.g., labels 1, 2, : : : , 10), and the crossover rate is calculated for
each sample. Each sample thus has its own crossover rate value. To
comprehensively represent the crossover situation of multiple sets of
data experiments, we select the minimum, maximum, and average
values of all sample values as the crossover rate. The maximum
value indicates the deepest degree of data crossover, while the
minimum value indicates the smallest degree of crossover. By
selecting these values, we can obtain a comprehensive view of the
crossover situation across multiple sets of data experiments.
Formula (2) shows the calculation of DC, which is the crossover rate
of multiple sample data sets. Here, j represents the number of selected

Figure 3
T-WGAN-GP model framework

Figure 4
Multiple sample crossover rate selection example diagram
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samples, while CMax, CMin, CMean represent the maximum, minimum,
and average values calculated across multiple samples, respectively.

DC ¼
X

j
i¼1

ðCMax; CMin; CMeanÞ (2)

4. Simulation and Results Analysis

To validate the effectiveness of T-WGAN-GP, T-GANSER, and
the rationality of data segmentationmethods,we conducted experiments
using the DEAP dataset [44]. Furthermore, in the process of validating
the effectiveness of the targeted approach, we conducted ablation
experiments to compare the results between models with and without
a targeted framework. In the experiments, Python and Pytorch were
used for T-WGAN-GP and T-GANSER, respectively.

4.1. DEAP

In this article, we conducted a study on four categories based on
different valence and arousal levels: High Valence High Arousal,
High Valence Low Arousal, Low Valence High Arousal, and Low
Valence Low Arousal (LVLA).

In our experiments, we exclusively used EEG data from the
DEAP dataset for two primary reasons:
1) The DEAP dataset is widely used by researchers for emotion

recognition tasks involving four classification, making it a
commonly employed and comprehensive dataset.

2) The authors who proposed GANSER, which we used, have
previously employed dataset in their literature. This facilitates
the comparison of our results with theirs, thereby
demonstrating the effectiveness of our method.

4.2. The experimental results of T-WGAN-GP and
T-GANSER

4.2.1. DEAP dataset by T-WGAN-GP

1) Data preprocessing

In this section, experiments are conducted using complete data
for experimental data processing. To capture pertinent information
for affective computing, the research by Zheng and Lu [45]
suggests that the differential entropy (DE) of EEG signals is an
effective feature. Therefore, instead of using the original signal,
the extracted DE features are employed for data augmentation
after segmentation. We will conduct 60% of the samples as the
training set, 20% of the samples were used as the validating set,
and another 20% as the testing set.
2) Experimental results

Figures 5 and 6 illustrate the density distribution gradient plots
before and after data enhancement, respectively. Figure 7 illustrates
the fitting performance among different models. The results of the
evaluations are presented in Table 2.
3) Results analysis

Figure 5 depicts the original sample distribution and density
distribution gradient after clustering in LVLA, which has the
smallest number among four classes in training set. The sample
distribution density is highly uneven and imbalanced within the
class. The density distribution gradient is obtained when
calculating target factor, where blue dots represent detected target
samples, and green dots represent remaining samples except for
target samples.

In Figure 6, the blue points represent the detected target samples
of the original data, the green points represent the remaining samples
of the original data, the black points represent the samples generated
by T-WGAN-GP, and the red points represent the samples generated
by WGAN-GP. It can be clearly seen that T-WGAN-GP generates
more data points around the blue points, which correspond to the
target samples of the original data. In contrast, WGAN-GP
generates fewer data points around the blue points and focuses
more on generating data in other areas. This implies that
T-WGAN-GP is more effective in generating data that closely
resembles the target samples in the original dataset.

Figure 5
The density distribution gradient diagram

Figure 6
The density distribution gradient diagram after data

augmentation
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In Figure 7, the identification accuracy of the training and testing
sets with different amounts of data increase is depicted for two types of
models. The black and red lines represent the T-WGAN-GP model,
while the blue and green lines represent the WGAN-GP model.
The accuracy of the training sets for both models is quite similar,
with some overlap between them. However, the analysis of the
results reveals that there is a significant difference between the
accuracy of the training and testing sets for both models, indicating
overfitting, which requires further investigation. Notably, the
performance of the T-WGAN-GP model appears to be superior to
that of the WGAN-GP model in this regard.

Table 2 displays the results of the ablation experiment. The
accuracy and F1 scores are used as evaluation metrics. The F1 is
selected because it is an important indicator for imbalanced data
classification. “Sample quantity” refers to the number of samples
in the training set for each experiment. In the initial step, the
number of samples from each class in the training set was
adjusted to 300, ensuring that there was no significant inter-class
imbalance. This resulted in a total of 1200 samples. Subsequently,
N= 100 k (k= 1,2,3, : : : ) additional samples were added to each
class, gradually increasing the size of the training set, as shown in
Table 2 (1600, 2000, : : : , 8000).

Table 2 displays the accuracy (Acc) and F1 values acquired
through the utilization of various data augmentation frameworks,
namely WGAN-GP and T-WGAN-GP with SVM. The table
records the experimental results for each trial. From the table, it

can be observed that the experimental results of the T-WGAN-GP
model consistently outperform those of the WGAN-GP model.
Specifically, at data increments of 6400 and 7200, the Acc and F1
score reach their peak values, at 44% and 41.01%, respectively.

In summary, T-WGAN-GP is effective in generating new
samples with a better distribution for emotion classification. It
performs better than WGAN-GP in terms of accuracy and the F1
value on the DEAP dataset.

4.2.2. DEAP dataset by T-GANSER

1) Data handling

In this experimental section, the data processingmethods are the
same as those used in the GASNER model. In this experiment, to
segment the data, a non-overlapping sliding window of size 128 is
used to separate the trial data into one-second-long chunks,
resulting in a total of 2400 EEG samples from 40 trials. 80% of
the samples are randomly selected as the training set, and 20% are
used as the testing set.
2) Experimental result

Figure 8 depicts the density distribution gradient plot after data
augmentation. Figure 9 illustrates the fitting performance between
the two models. Table 3 presents the results of the experiment
conducted on the preprocessed and segmented DEAP dataset.
3) Result analysis

After applying data augmentation models such as T-GANSER
and GANSER, all samples, including the original data and the newly
generated samples, were plotted together in a density distribution
gradient diagram, as depicted in Figure 8.

In the diagram, the blue points represent the detected target
samples from the original data, while the green points correspond
to the remaining samples from the original data excluding the
target samples. The black points indicate the samples generated by
T-GANSER, whereas the red points represent the samples
generated by GANSER. By observing the diagram, it can be
noted that T-GANSER generated a larger number of data points
around the blue points, which correspond to the target samples
from the original data.

In Figure 9, the identification accuracy of the training and
testing sets after 300 iterations is depicted for two models,
T-GANSER and GANSER. The black and red lines represent the
T-GANSER model, while the blue and green lines represent the
GANSER model. The accuracy of the training sets for both
models is quite similar, with some overlap between them. From

Figure 7
The fitting performance of the WGAN-GP and T-WGAN-GP
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Table 2
The experimental results of WGAN-GP and T-WGAN-GP with SVM

Sample quantity 1200 1600 2000 2400 2800 3200 3600 4000 4400

WGAN-GP Acc 0.4029 0.4107 0.4141 0.4156 0.4180 0.4195 0.4220 0.4210 0.4234
F1 0.3360 0.3484 0.3532 0.3561 0.3588 0.3619 0.3652 0.3642 0.3675

T-WGAN-GP Acc 0.4302 0.4278 0.4298 0.4312 0.4327 0.4351 0.4332 0.4317 0.4371
F1 0.3975 0.3951 0.3968 0.3979 0.4002 0.4046 0.4010 0.3994 0.4057

4800 5200 5600 6000 6400 6800 7200 7600 8000
WGAN-GP Acc 0.4259 0.4249 0.4259 0.4268 0.4268 0.4249 0.4259 0.4268 0.4268

F1 0.3712 0.3706 0.3712 0.3727 0.3739 0.3781 0.3782 0.3806 0.3775
T-WGAN-GP Acc 0.4346 0.4356 0.4380 0.4366 0.4400 0.4356 0.4380 0.4366 0.4400

F1 0.4033 0.4026 0.4079 0.4058 0.4088 0.4066 0.4101 0.4087 0.4077
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the analysis of the results, it can be observed that there is not a
significant difference between the accuracy of the training and
testing sets for both models, indicating a relatively small degree of
overfitting. Particularly, the performance of the T-GANSER
model appears to be superior to that of the GANSER model.

Table 3 represents the results of the ablation experiment
comparing GANSER and T-GANSER. The table compares the
results of three different methods: GANSER, T-GANSER 1, and
T-GANSER 2. GANSER represents the results obtained from
re-examining GANSER with 300 iterations of GAN and classifier.
T-GANSER 1 represents the results obtained from T-GANSER
with 300 iterations of GAN and classifier. T-GANSER 2 represents
the results obtained from introducing model training after extracting
DE features from the data and performing target calculation with
200 iterations of GAN and classifier. T-GANSER 1 performs target

calculation on segmented data, while T-GANSER 2 segments data
after target calculation.

The data are initially segmented into 1-second segments and
subsequently employed for both the training and testing sets.
After data partitioning, the size of the training set increases to
61,440. Therefore, assuming Q iterations, a total of Q*61,440 new
data points are generated for training. It is important to note that
the number of iterations remains consistent across all experiments
in the five-fold cross-validation.

We reproduced the GANSER model with 300 iterations and
achieved the same accuracy as reported in the paper. Experiments
using the T-GANSER model 1 and 2 in Table 3 show the
improved results obtained by the targeted data generation method
in the T-GANSER model. It can be observed that the improved
T-GANSER model achieved an accuracy of 89.97% and F1 score
of 89.88% with 200 iterations, which is slightly higher than the
accuracy obtained by the GANSER model. In the cross-validation
experiments, some results even exceeded 90%, indicating the
effectiveness of the T-GANSER model.

4.2.3. Summary and analysis of targeted approach
experiments

Table 4 compares the results of the current highest accuracy
models in different modes and the results of the models before
and after combining the target detection methods. Tables 5 and 6
record the training efficiency of the model before and after
optimization, respectively.

The results are shown in Table 4, it can be observed that our
model has achieved better results under different modes. It is worth
noting that no studies of emotion recognition conducted with
unsegmented data (explicitly mentioned) can be found in the
available literature. Consequently, T-WGAN-GP achieved the best
accuracy of four-classification recognition in the related
experiments. In segmentation experiments utilizing this dataset,
GANSER previously attained the highest accuracy to date.
However, our proposed T-GANSER outperformed the performance
of GANSER.

Figure 9
The fitting performance of the GANSER and T-GANSER
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Figure 8
The density distribution gradient diagram after data

augmentation

Table 3
The experimental results of GANSER and T-GANSER

Method Means Sample quantity Average

GANSER re-examination 300*61440 Acc 89.74
F1 89.65

T-GANSER 1 300*61440 Acc 89.74
F1 89.65

2 200*61440 Acc 89.97
F1 89.88

Table 4
Results comparison

MI MIII

Acc F1 Acc F1

The highest 89.74 89.65 – –

GANSER 89.74 89.65 – –

WGAN-GP – – 42.68 38.06
Our 89.97 89.88 44 41.01
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The training time of the optimized and unoptimized models
with the same number of trainings is recorded in Tables 5 and 6,
respectively. From the results, due to the increase of the
algorithm, the training time of its model increases accordingly.
Subsequent studies can continue to optimize the models to reduce
the training time and improve the usefulness.

4.3. Reasonability analysis of different data
segmentation methods

In this section, experiments are conducted on the currently most
accurate GANSER model using three experimental modes (MI, MII,
and MIII) based on different data segmentation methods designed.
The experimental effects of other enhancement models are
generally like GANSER model and will not be analyzed repeatedly.
1) Data handling

In this experiment, 80% of the samples are randomly selected as
the training set, 20% are used as the testing set.
2) Experimental result

Tables 7 and 8 show the dataset crossover rate calculation results
for theMI,MII, andMIII processingmethod, and Table 9 summarizes
the GANSER experimental results under different modes.
3) Results analysis

Table 7 shows the results of the intersection rate calculation for
the dataset in MI mode. To avoid extreme and contingency results,
five experiments were conducted with different amounts of data, and
the maximum, minimum, and average values were recorded for each
experiment. The mean value represents the representative value for

the crossover rate of the dataset, while the minimum and maximum
values indicate different levels of cross-validation. The experimental
results indicate that the MI method can lead to data crossover. The
higher the value, the higher the degree of dataset crossover.

Table 8 displays the crossover rate calculation results in the MII
and MIII experiments. It is noteworthy that the method of first
dividing the data into the training and testing sets and then
segmenting them and no data segmentation does not involve data
crossover.

Table 9 summarizes the recognition accuracy and dataset
crossover rate of the GANSER model under three modes. In the
MII and MIII modes, the segmentation methods have been
adjusted, with one involving segmenting the data after the division
of the training and testing sets, and the other involving no data
segmentation. In the MIII, the data dimension was down-sampled
from 7680 to 1280 after removing the baseline, and the input and
output of the model neural network were adjusted accordingly.

Based on the data presented in the table, it is evident that the
GANSER model attained a recognition accuracy of 89.74% when
the mean dataset crossover rate was 80%. And the recognition
rate of GANSER decreases to 31.08% and 25.86% when the
crossover rate of dataset is 0.

Based on the analysis of recognition accuracy and crossover
rate, it can be concluded that a higher crossover rate generally
leads to higher recognition accuracy. However, it is also important
to note that a crossover rate of 0 results in a significant drop in
recognition accuracy. This highlights the importance of carefully
considering the crossover rate when performing recognition tasks.
Therefore, it can be concluded that it is the higher crossover rate
that leads to higher recognition accuracy, other than GANSER itself.

4.4. Summarize

The experiments, results, and analysis which are presented in
this paper can illustrate the effectiveness of the targeted method in
handling data intra-class imbalance situations. And for emotional
expression and emotion recognition, utilizing more complete
physiological signals and dividing the training and the testing sets
in advance seems to be a more reasonable approach.

According to the experimental results, T-WGAN-GP achieves
the highest accuracy in four-category emotion recognition by using
the complete 1,280 samples in the DEAP dataset.

In this paper, we conducted experiments using the DEAP
dataset. When using other datasets, a simple processing according
to our model and algorithm can be used for direct experiments.
Different EEG datasets have insufficient data volume due to
acquisition difficulties, which leads to data imbalance. Our
method can effectively improve the imbalance.

Table 5
The training time for WGAN-GP and T-WGAN-GP

Models WGAN-GP T-WGAN-GP

Epochs 5000 5000
Train times 3663.15 s 3897.26 s

Table 6
The training time for GANSER and T-GANSER

Models GANSER T-GANSER

Epochs 200 200
Train times 8 h 35 m 29 s 11 h 48 m 45 s

Table 7
Calculation results of dataset crossover rate (MI)

Sample quantity 100 500 1280

Sequence number Max Min Mean Max Min Mean Max Min Mean

1 0.68 0.9 0.8 0.65 0.933 0.8 0.62 0.933 0.8
2 0.6 0.917 0.8 0.65 0.95 0.8 0.62 0.95 0.8
3 0.68 0.917 0.8 0.63 0.933 0.8 0.62 0.95 0.8
4 0.62 0.917 0.8 0.65 0.95 0.8 0.63 0.95 0.8
5 0.65 0.933 0.8 0.67 0.933 0.8 0.63 0.95 0.8
Average 0.658 0.9168 0.8 0.65 0.9398 0.8 0.624 0.9466 0.8
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5. Conclusions and Future Expectations

5.1. Conclusions

Based on the experimental results, it can be seen that the
targeted method can improve the intra-class imbalance of the data.
T-WGAN-GP and T-GANSER models are proposed in
combination with the targeted method, and the effectiveness of the
targeted method is verified using the two models, and the results
are better than the model without the inclusion of the targeted
method. Additionally, different data segmentation methods using
GANSER showed varying recognition accuracies, highlighting the
importance of the cross-validation rate. However, avoiding data
cross-validation is deemed more reasonable despite the more
accurate segmentation method of segmenting before dividing. In
T-WGAN-GP, complete data are used to avoid noise, inaccurate
expression, and incomplete information. T-WGAN-GP achieves
the best accuracy of four-classification recognition using complete
data in the current DEAP dataset in our experiment.

5.2. Potential limitations

In this study, we employed appropriate data processingmethods
and target method to facilitate the model in learning the distribution
characteristics of data more comprehensively and reasonably. This
approach enables the model to handle highly variable real-world
data effectively. Specific applications to real-world methods need
to be considered.

Research on targeting methods needs to continue to be optimized.
Currently, research on targeting a specific physiological signal faces
some challenges when using multiple signals simultaneously for
target computation. And using low-quality data as the target to train
the model will greatly affect the model performance. In addition, this
study utilizes EEG signals, so it is crucial to study the fusion of
multiple signals. And the effect of the model on different datasets
needs to be further investigated.

5.3. Future work

In response to the limitations that the research in this paper may
have encountered, there are several areas that should be focused on in
the future.

For application in real-life scenarios, EEG signals and
corresponding labels can be obtained from a certain number of

subjects through EEG signal acquisition experiments. The use of
our trained model is tested to verify its use in real-world scenarios.

Further investigation is needed to pinpoint the areas where
generating fake data is necessary. The target screening methods
need to be investigated for low-quality targets that affect model
performance. Future research should aim to fuse various
physiological signals, such as ECG signals, to improve accuracy.
The degree of applicability in real-life scenarios and generalizability
across different datasets also needs to be investigated. And studying
how to utilize complete data to achieve better identification
accuracy is crucial.
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