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Abstract: Digital green innovation economics and management for Industry 5.0 was not widely recognized, and the commonly referenced industry
paradigm was Industry 4.0. Furthermore, digital green innovation is part of the above information referring to the integration of digital technologies with
environmentally sustainable practices to develop innovative solutions that evaluate ecological challenges. In this manuscript, we evaluate the
Schweizer—Sklar operational laws based on interval-valued picture fuzzy (IVPF) values. Further, we investigate prioritized aggregation operators
based on Schweizer—Sklar operational laws for IVPF information, called IVPF Schweizer—Sklar prioritized averaging operator, [VPF
Schweizer—Sklar prioritized geometric operator, IVPF Schweizer—Sklar prioritized weighted averaging operator, and IVPF Schweizer—Sklar
prioritized weighted geometric operator. Some properties for the above-initiated operators are also derived. Additionally, we analyze the digital
green innovation with the help of multi-attribute decision-making technique for initiated operators to show the reliability and supremacy of the
proposed theory. Finally, we demonstrate examples for addressing the comparison among the initiated theory and existing ideas to improve the
worth of the derived theory.
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1. Introduction

After a long assessment, we observed that the technique of digital
green innovation (Yin & Yu, 2022) is widely used in many fields because
they received a lot of attention from different scholars. Further, digital
technologies are used in various areas, for instance, sustainability,
agriculture, and environmental conservation (Yin et al, 2022).
Additionally, the multi-attribute decision-making (MADM) technique
involves the investigation of a finite family of alternatives and ranking
information in terms of how reliable they are to experts when all the
attribute is selected continuously. In the evaluation of these
techniques, most people have given information in a crisp form (Dai
et al.,, 2022). However, because of complications and complexity in
the system, we are unable to cope with vague and complicated
information because of limited options that are zero and one (Elbanna,
2006; Wang & Ruhe, 2007). For this reason, Zadeh (1965) developed
the fuzzy set (FS), the range of the FS is unit interval, and the shape
of truth grade in FS is computed in the real from like 0.2, 0.3, and
between unit intervals. Furthermore, in the case of single-valued
information instead of interval-valued information, we have a lot of
chances to lose information, but if we have given information in the
shape of an interval, then it is possible we will get correct results
because of the wide range. For this, Zadeh (1975) exposed the
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interval-valued FSs (IVFSs), where the truth grade in IVFES is
computed in the shape of a subinterval of the unit interval.

Further, Atanassov (1986) initiated the intuitionistic FS (IFS)
because the truth grade is not enough for coping with uncertain and
vague information in genuine life problems due to falsity information.
Negativity is a major part of every decision-making procedure, and
because of this reason, we have lost a lot of data. For this, the theory
of IFSs is very flexible and dominant. The IFS has two grades, called
truth and falsity information with a condition that the sum of both
grades will be contained in the unit interval. Further, Atanassov and
Gargov (1989) and Atanassov (1999) exposed the interval-valued IFS
(IVIFS), where the truth grade and falsity grade in IVIFS are
computed in the shape of the subintervals of the unit interval with a
condition that the sum of the supremum of both grades will be
contained in the unit interval. Furthermore, some applications of IFSs
and IVIFSs are discussed in the shape, for instance, WASPAS
technique and Aczel-Alsina operators for intuitionistic fuzzy soft sets
(Albaity et al., 2023). Power operators based on Aczel-Alsina
operational laws for IVIFSs (Shi et al., 2023) are also a very reliable
technique for aggregating the collection of information into singleton
sets, Davoudabadi et al. (2023) exposed the simulation approach for
project evaluation under the consideration of IVIFSs, and Chen et al.
(2023) presented coronavirus disease 2019 based on IVIFSs.

In the election campaign, many kinds of problems have occurred, for
instance, yes, no, abstinence, and refusal, because many people have cast
their vote in favor of someone or against someone, some people have
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abstained to cast his vote, and some people have refused his vote to cast it.
For managing such kind of problems, FSs and IFSs are not enough, because
they deal only with yes and no, but not with abstinence and refusal. For this,
Cuong (2013) presented the picture FS (PFS), where the PFS contained the
truth, falsity, abstinence, and refusal grades with a condition that the sum of
all these grades will be equal to one. Further, Khalil etal. (2019) exposed the
interval-valued PFS (IVPFS), where the truth, falsity, abstinence, and refusal
grades are computed in the shape of the subinterval of the unit interval with
the same condition for their supremum values.

Furthermore, Deschrijver and Kerre (2002) initiated the Schweizer—
Sklar norms, algebraic norms, and Einstein norms for crisp set theory.
Schweizer—Sklar power operators for IVIFSs were derived by Liu and
Wang (2018). Mahmood et al. (2023) exposed the Frank operators
and AHP technique for IVPFSs. Moreover, Kamaci et al. (2021)
designed the dynamic operators and Einstein operators for interval-
valued picture hesitant FSs. Additionally, Jabeen et al. (2023) exposed
the Aczel-Alsina operators for IVPFSs. Also, Garg et al. (2021)
initiated the interval-valued picture of uncertain linguistic generalized
Hamacher operators and their application in decision support systems.
The prioritized operators based on classical set theory were proposed
by Yager (2008). Additionally, the utilization of the Schweizer—Sklar
operators and PRO operator based on IVPES is very complex and
complicated because of their structure; therefore, the major
investigation of this theory is listed below:

1) To derive the technique of IVPF Schweizer—Sklar operational laws.

2) To introduce the technique of the IVPF Schweizer—Sklar prioritized
averaging (IVPFSSPROA) operator, IVPF Schweizer—Sklar
prioritized geometric (IVPFSSPROG) operator, IVPF Schweizer—
Sklar prioritized weighted averaging (IVPFSSPROWA) operator,
and IVPF Schweizer—Sklar prioritized weighted geometric
(IVPFSSPROWG) operator with three basic properties.

3) To analyze the digital green innovation with the help of the
MADM technique for initiated operators to show the reliability
and supremacy of the proposed theory.

4) To demonstrate examples for addressing the comparison among the
initiated theory and existing ideas to improve the worth of the derived
theory.

This manuscript is computed in the following shape: Section 2 stated the
technique of IVPFS and their related operational laws. Further, we
discussed the technique of the PRO averaging (PROA) operator,
PRO geometric (PROG) operator, Schweizer—Sklar t-norm (SSTN),
and Schweizer—Sklar t-conorm (SSTCN). Section 3 described the
novel theory of IVPF Schweizer—Sklar operational laws with
IVPFSSPROA operator, IVPFSSPROG operator, [VPFSSPROWA
operator, and [VPFSSPROWG operator. Section 4 analyzed the
digital green innovation with the help of the MADM technique for
initiated operators to show the reliability and supremacy of the
proposed theory. In Section 5, we demonstrated examples for
addressing the comparison among the initiated theory and existing
ideas to improve the worth of the derived theory in Section 6. Some
concluding remarks are stated in Section 7.

2. Preliminaries

This section stated the technique of IVPFS and their related
operational laws. Further, we discussed the technique of the PROA
operator, PROG operator, SSTN, and SSTCN.

Definition 1: (Khalil et al., 2019) Let & be any fixed set. Thus, an
IVPFS is demonstrated below:

02

[TM™ (x), TM™ (x)],
[AM™ (x), AM™ (x)],
[FM™ (x), FM* (x)]

RF = sx € X

where TM represents the truth grade, AM represents the abstinence
grade, and FM represents the falsity grade in the shape of an interval
value, such as [TM™(X), TM*(X)], [AM~(X),AM™*(X)], and
[FM~(X),FM*(X)] with a condition that is as follows:
0 < TM*™(X) + AM*(X) + FM™(X) < 1.Further, the simple shape

of IVPFN is fixed in the following shape: RIF = ([TM]", TM'],
[AM;, AM], [FM;, FM?]),j = 1,2, .., 7.
Definition 2: (Khalil ct al, 2019) Let RE = ([TMM:, TM],

[AMM]", AMI], [FM

Then
TM; +TM, +AM; +
, AMf —FM; —FM;
(RF)= [—1,1]

3

M, FM;]),j=1,2, be any two IVPFNs.

TM; +TM;+AM; +
AMF+FM ™ +FM+
(RFJ) ] ; J ]

€[-1,1]

called score and accuracy values with some properties, such as the
following:

1) If SC(RF) > SC(RF?), then RFF' > RF2.
2) If SC(RF?) > SC(RF!), then RF? > RF!,
3) If SC(RF') = SC(RF?), then
i) If AC(RF') >
i) If AC(RF?) >

C(RF?), then RF! > RF?.
C(RF!), then RF? > RF!.

D>D>

Definition 3: (Khalil ct al, 2019) Let RF = ([TM;, TM;],
[AM;, AM], [FM;", FM["]),j = 1,2, be any two IVPFNS Then

TM; +TM; —TM; TM;,

RF! & RF?=| | TM{+TM; —TM; TM;
[AM; AM; , AM;F AM ], [FM; FM; , FM; FM ]

AM; +AM; —AM; AM;,

RF! @ RF? = AM +AMy —AM; AM;

FMy +FM; —FM;FM;,

FM +FM; —FM; FM;

[17 (1 _ ’H‘Mj‘)#, 17<1 _ TM})#} ,
#RF=

(v )" (o) [ ey )" ()
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(RF)# = [17(1 — AM;)#, 17(1 — AM})’*},

[1—(1 - IFM;)#, 1—(1 - IE‘Mf)ﬂ

Definition 4: (Yager, 2008) Let RF/,j = 1,2,..., yy, be any col-
lection of positive information. Then

144 =.
PROA(RF!,RF?, ... RF") = Z#R]Ff
= 21"

44 Z?V"
PROG(RF',RF?,..., RF") = [ [ (RF/)2m"
=1
called PROA and PROG operators, where &; =1,

and &; =[]} SC(RF¥).

Definition 5: (Deschrijver & Kerre, 2002) Let RFY, j = 1, 2, be any
two positive information. Then

1
i

SSTN'(RF!, RF2) = ((RF")! + (RF?)! — 1)

1\l *
SSTCNU(RF!, RF?)— 1— ( (1~ RE) I+ AT
(RE', RE?) ((1 —RF?)-1
called SSTN and SSTCN; if [([=0, then, we have

SSTN'(RF!, RIF?) = RF! * RIF2
RF!+ RF? — RF! x RF2.

and SSTCN'(RF',RF?) =

3. IVPF Schweizer—Sklar PRO Operators

In this section, we introduce the novel theory of Schweizer—Sklar
operational laws based on IVPFNs. Further, we derive the concept of the
IVPFSSPROA operator, [IVPFSSPROWA operator, IVPFSSPROG
operator, and IVPFSSPROWG operator with some properties, called
idempotency, monotonicity, and boundedness.

Definition 6: Let RF = ([TM;, TM;], [AM;, AM], [FM]",
FM']),j = 1,2, be any two IVPFNs. Then

RF! ¢ RF? =

[1( LA AME)‘H)%’}
RF! @ RF? = |
1-((1 — AMY)+(1 — AMZ) 1)t
[1((1 S FMﬁ”lf’}
1-((1 — FM{) (1 — M )—1)t
{1_(#(1 — TM)" (3 — 1))&7}
_ 1= (#(1 = T ) — (4 — 1) |
#RF1 = [(#(AMI (# - 1))ﬁ7(#(AMf)”7(# _ 1))ﬁ 7

)I[i
| GHCED ) (o — 1), (M)~ (4 — 1))

1—(#(1 — AMy)—(# — 1)),
(RE)Y = 1= (#(1 = AMP) (= 1)t |
{1—(#(1 — M) — (% — 1))1‘17}
1—(#(1 — FM) (3 — 1))t
where #1.

Definition 7: Let RE = ([TM;, TM;], [AM;, AM],[FM;,
FMJ*D,] =1,2,...,yy, be any collection of IVPFNs. Then

o=,
IVPFSSPROA(RF!, RF?, ..., RF?) = >~ ) —RF
=1 2aj=1
called IVPFSSPROA  operator,  where E,=1, and

g = [[,_) SC(REF¥).

Theorem 1: Prove that the aggregated information of the
IVPFSSPROA operator is again an IVPFN, such as

IVPFSSPROA(RF!, RF?, ... RF"")
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Proof: Using the mathematical induction, we prove the above

theory, for this, if we consider yy = 2; thus,

1]

212:11 E; RF! = <Z::jl :J " <Z
(g vt - (5=
(g ama - (52

o (Zf::l g (1 —T™M;)! —

" <Zf::, 51~ TM)! —
S ( P (M )! - ( :
Y Ej RF <§?2‘ E} - (i
<Z - (M) — (Z

<E: - (FMy ) (Z

Then

1

04

For yy = 2, we have corrected. If we yy = yy/, then

IVPFSSPROA (RF!, RF?, ..., RF")

- (¢
=1
(%

Then, we prove it for yy = ¥y’ + 1, such as

IVPFSSPROA(RF!, RF?, ... RF"’+1)

-

el __RP o_tL Rt
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Hence, the result is proved. Moreover, we aim to simplify the above
technique with the help of some suitable examples; for this, we consider
four attributes, such as RF! = ([0.1,0.2],[0.2,0.3],[0.3,0.4]), RF? =
(J0.11,0.21], [0.21,0.31],[0.31,0.41]), RF® = ([0.12,0.22],  [0.22,
0.32],[0.32,0.42]), and RF* = ([0.13,0.23],[0.23,0.33], [0.33,
0.43]), and then by using the technique of IVPFSSPROA operator,

we have

IVPFSSPROA(RF!, RF?, RF3, RF*)
= ([0.1022,0.2022], [0.2023, 0.3023], [0.3023, 0.4023)).

Further, we discussed some properties of the above-initiated theory,
such as the following.

Property 1: Let RF = ([TM;, TM;/], [AM:, AM;], [FM,
IFM*}) j=1,2,...,yy, be any collection of IVPFNs. Then

1) Idempotency: If RF = RF.j = 1,2,...,yy
[VPESSPROA(RF', RF?, ... RF?) = RF
2) Monotonicity: If RV < RF#j, then

IVPESSPROA(RF!, RF?, ... RF"”)

< IVPFSSPROA(RF*1, RFR?, ... RFR/)

3) Boundedness: IfRF~ = min{RF/} and RF+ = max{RF/}, thus
RF~ < IVPFSSPROA(RF', RF2, ... RE"") < RF*

Proof: Omitted.

Definition 8: Let RI = ([TM;, TM/], [AM;, AM/], [FM,

FM]),j = 1,2,..., yy, be any collection of IVPFNs. Then
IVPFSSPROWA(RF', RF?, ..., RF"Y) Z ’:; R
= =1 1) %)
called IVPFSSPROWA operator, where B, =1,

and E; =[]} SC(RF¥).

Theorem 2: Prove that the aggregated information of the
IVPFSSPROWA operator is again an IVPFN, such as

IVPFSSPROWA(RF!, RF?,.

5, (_ _7[1“
( s (™))

., RE)

Proof: Omitted.
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Moreover, we aim to simplify the above technique with the help of
some suitable examples; for this, we consider four attributes,
such as RF! = ([0.1,0.2],[0.2,0.3],[0.3,0.4]), RF? = ([0.11,0.21],
[0.21,0.31],[0.31,0.41]), RF? = (]0.12,0.22], [0.22,0.32],[0.32,
0.42]), and RF* = ([0.13,0.23],[0.23,0.33],[0.33,0.43]), and then
by using the technique of the IVPFSSPROWA operator, we have

IVPFSSPROWA(RF!, RF2, RF? RF*)
= ([0.1029, 0.2028], [0.2030, 0.3030], [0.3030, 0.4030] ).

Further, we discussed some properties of the above-initiated theory,
such as the following.

Property 2: Let
FM]),j = 1,2,.

RF = ([TM;, TM;], [AM;, AM], [FM;

.., vy, be any collection of IVPFNs. Then

1) Idempotency: If RF/ = RF.j = 1,2,...,yy

I[VPFSSPROWA(RF!, RF2, ... RF"") — RF
2) Monotonicity: If RV < RIF#, then
IVPFSSPROWA(RF', R, ... RF"?)

< IVPFSSPROWA(RF*1, RF#2, ... RF#r7)

3) Boundedness: IFRF~ = min{RF} and RF* = max{RF/}, thus

RF- < IVPFSSPROWA(RF!, RF?, ... RF"") < RF+

Proof: Omitted.

Definition 9: Let RF =

(T, TV, [AME, AM], [FM]
FM;]),j=1,2,.

.., Yy, be any collection of IVPFNs. Then

&

IVPFSSPROG(RF', RF?, ..., RF7") = @1, (RF) 217
called IVPF SSPROG operator, where B, =1,
and g; =[]} SC(RF¥).

Theorem 3: Prove that the aggregated information of the
IVPFSSPROG operator is again an I[IVPFN, such as

06

IVPFSSPROG(RF!, RF?, ... REF"7)

Proof: Omitted.

Moreover, we aim to simplify the above technique with the help of
some suitable examples; for this, we consider four attributes,
such as RF! = ([0.1,0.2],[0.2,0.3],[0.3,0.4]), RF2 = ([0.11,0.21],
[0.21,0.31],[0.31,0.41]), RF? = ([0.12,0.22],[0.22,0.32], [0.32,
0.42]), and RF* = ([0.13,0.23],[0.23,0.33],0.33,0.43]), and then
by using the technique of the IVPFSSPROG operator, we have

IVPFSSPROG(RF!, RF2, RF?, RF*)
= ([0.1025,0.2023], [0.2022, 0.3022], [0.3022, 0.4022]).

Further, we discussed some properties of the above-initiated theory,
such as the following.

Property 3: Let RF =

([T™M;, T™M], [AM, AM], [FM;,
FM]),j=1,2,...

, V¥, be any collection of IVPFNs. Then

1) Idempotency: If RFV = RF.j = 1,2,...,yy

IVPFSSPROG(RF!, RF?, ... RF"") = RF
2) Monotonicity: If RV < RFK, then
[VPFSSPROG(RF!, RF?, ... REF??)

< IVPFSSPROG(RF#! RF#2, .. RF*r)

3) Boundedness: IfRF~ = min{RF} and RF+ = max{RF/}, thus

RF- < IVPFSSPROG(RF!, RF?,... RF"?) < RF*

Proof: Omitted.

Definition 10: Let RF =

(ITM;, TM], [AM;, AMY], [FM:,
FM]),j = 1,2,.

., ¥V, be any collection of IVPFNs. Then
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IVPESSPROWG(RF',RF?,...,RF?") = @77, (REY) 21

called  IVPFSSPROWG
and E; = []|_, SC(RF*).

operator, where g, =1,

Theorem 4: Prove that the aggregated information of the
IVPFSSPROWG operator is again an IVPFN, such as the following.

IVPFSSPROWG(RF!, RF?, ... RF?7)

Proof: Omitted.

Moreover, we aim to simplify the above technique with the help of
some suitable examples; for this, we consider four attributes,

such as RF! = ([0.1,0.2],[0.2,0.3],[0.3,0.4]), RF> = ([0.11,0.21],
[0.21,0.31],[0.31,0.41]), RF® = ([0.12,0.22], [0.22,0.32], [0.32,
0.42]), and RF* = ([0.13,0.23],[0.23,0.33], [0.33,0.43]), and then

by using the technique of the IVPFSSPROWG operator, we have

IVPFSSPROWG(RF', RF2, RF®, RF*)
= (]0.1032,0.2030], [0.2028, 0.3028], [0.3028, 0.4028] ).

Further, we discussed some properties of the above-initiated theory,
such as the following.
Property 4: Let RF =

(TM, TM;], [AM;, AM], []FM]T,

IFM;f]),j =1,2,...,yy, be any collection of IVPFNs. Then
1) Idempotency: If R/ = RF.j = 1,2,...,yy
I[VPESSPROWG(REF!, RF?, ... RE?) = RF
2) Monotonicity: If RV < RIF#, then
IVPFSSPROWG(RF!, RF?, ... RF")
< IVPFSSPROWG(RF#*! RF#?, ... RF#77)

3) Boundedness: fRF~ = min{RF} and RF* = max{RF/}, thus

RF~ < IVPFSSPROWG(RF!, RF?, ..., RF?"") < RF*

Proof: Omitted.

4. MADM Method Based on Proposed Operators

In this section, we compute the supremacy and validity of the
derived operators, called IVPFSSPWA operator and [IVPFSSPWG
operator, by using the technique of MADM problems to enhance
the worth of the exposed information.

Consider the collection of alternatives RF!, RF?, ..., RF"”
with some attributes A!, A2, ..., A”. Further, for each attribute, we
have the collection of weight vector, where the order of weight vector
and attributes must be equal, such as #; € [0, 1], with a strong con-
dition Z” 1 # = 1. Additionally, we derive the matrix by including
the IVPFNSs, where TM represents the truth grade, AM represents the
abstinence grade, and FM represents the falsity grade in the shape of
interval value, such as [TM~ (X), TM* (X)], [AM ™~ (X), AM™(X)],
and [FM~(X),FM*(X)] with a condition that is as follows:
0 < TM*(X) + AM*(X) + FM ™ (X) < 1. Further, the simple shape
of IVPFN is fixed in the following shape: RF = ([TM], TM'],
[AM:, AMT], [FM, M), j = 1,2, , yy. The geometrical interpre-
tation of the proposed theory is listed in Figure 1.

Finally, we compute the procedure of the MADM technique for
evaluating the real-life problems, such as the following:

Step 1: Compute the decision matrix. Further, normalize the matrix if
the matrix covers the cost type of information, such as

[TML TM;] , [AM].‘, AMﬂ :

benefit
[FM; , ]FMJ*]
N =
[FM].‘, FMj] , [AM;, AMﬂ ,
cost
[TM]-‘ , 'H‘Mjr]
Figure 1

Geometrical representation of the proposed algorithm

Compute
the
decision
matrix

Find the
best
optimal

find the
score
values

Normalize
the
decision
matrix

Aggregate
the
matrix
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Do not normalize the matrix if the matrix covers the benefit type of

information.

Step 2: Aggregate the matrix according to the theory
IVPFSSPWA operator and IVPFSSPWG operator, such as

IVPFSSPROA(RF!, R?,... RF”?)

IVPFSSPROWA(RF!,RF?, ... RF"")

1 % #E
=Py
Yy z 1l
1- ( hE (1—TM].+> )
j=1 Zaj=1 %
124 =
e (AM?)”
<j=l Z/y:yl e J
24
#E; (AM*)U
(jl Z]y:yl #J 3} ]
Yy #E; (FM-ﬁyl
j=1 jy:Vl #J E} ]
V24 [l[
#E (]FNI‘Jr (
(121 DA

08

of

IVPFSSPROWG(RF!, RF?, ... RF")
Yy 43
&

]
Vou=
E :j,l #1 i

1A
Yy #jEj w\"
1-— S )
i1 22 h
i
)24 =
#HE (
- (5 ”,<lfIE‘M-+)
(j—] ZJVL #j & J

Step 3: Calculate the score values, such as

- + - + - +
TM; + TM;" + AM; + AM; — FM; — FM; )

SC(RF) = ( 3

e[-1,1]

Step 4: Rank all alternatives and find the best one.

Based on the above procedure, we aim to evaluate the problem of digital
green innovation based on the proposed supply chain management to
enhance the worth and effectiveness of the proposed information.

5. Analysis of Digital Green Innovation Based on
Proposed Supply Chain Management

In this section, we discuss the problem of digital green
innovation based on the proposed theory, called IVPFSSPROWA
operator and IVPFSSPROWG operator, to enhance the worth of
the proposed theory. The main theme of this application is to find
the best and worst aspects among the collection of five major
aspects of digital green innovation. For this, we consider the
following five alternatives, such as

1) Precision agriculture “RF*.”

2) Smart farming practices “RF2.”
3) Environmental monitoring “RF>.”
4) Blockchain in agriculture “RF*.”
5) Climate-smart agriculture “RIF°.”

Further, we have the following weight vector (0.2,0.3,0.2,0.3)” for
each criterion, where the criteria are followed as growth analysis,
social impact, political impact, and environmental impact. Finally,
we compute the procedure of the MADM technique for evaluating
the real-life problems, such as the following:

Step 1: Compute the decision matrix; see Table 1. Further, normalize
the matrix if the matrix covers cost type of information, such as
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. ([TM].‘, ’]I‘Mj*], [AM].‘, AM].*] , [FMJ.‘, IFMJ*] ) benefit
([FM;, FM;} , [AM;, AMJ.*] : [TM;, TMﬂ )cost

Do not normalize the matrix if the matrix covers the benefit
type of information. In Table 1, we have the benefit type of data.

Step 2: Aggregate the matrix according to the theory of IVPFSSPWA
operator and [VPFSSPWG operator; see Table 2.

Step 3: Calculate the score values; see Table 3.

Step 4: Rank all alternatives and find the best one; see Table 4.
The best optimal is RF? based on the IVPFSSPWA operator and
IVPFSSPWG operator. Further, we simplify the supremacy and val-

idity of the proposed operators by making a comparison between pro-
posed and existing techniques.

6. Comparative Analysis

In this section, we discuss the comparison between proposed
and existing techniques by using the information in Table 1. For
comparison, we have needed some existing techniques, for
instance, Schweizer—Sklar power operators for IVIFSs were
derived by Liu and Wang (2018). Mahmood et al. (2023) exposed
the Frank operators and AHP technique for IVPFSs. Moreover,
Kamaci et al. (2021) designed the dynamic operators and Einstein
operators for interval-valued picture hesitant FSs. Additionally,
Jabeen et al. (2023) exposed the Aczel-Alsina operators for
IVPESs. Further, Garg et al. (2021) initiated the interval-valued
picture of uncertain linguistic generalized Hamacher operators and
their application in decision support systems. Further, the
prioritized operators based on classical set theory were proposed
by Yager (2008). Therefore, using the information in Table 1, the
comparison techniques are stated in Table 5.

The best optimal is RF? based on the IVPFSSPWA operator
and IVPFSSPWG operator. Further, the existing techniques are also
given the same ranking techniques, but the existing techniques,

Table 1
IVPF decision matrix

R [01 0.2], [0.11, 021] [0.12, 022] [0.13, 023]
[0.2, 03], [0.21, 0.31], [0.22, 0.32], 023 0.33],
[0.3, 0.4] [0.31, 0.41] [0.32, 0.42] [0 33, 0.43]
RIF? [0 2, 0.4], [0.21, 0.41], [0.22, 0.42], [0.23, 0.43],
[01 0.2], [0.11, 0.21], [0.12, 0.22], [0 13, 0.23],
[0.1, 0.2] [011 0.21] [012 0.22] [013 0.23]
RIF? [0 2, 0.3], [0.21, 0.31], [0.22, 0.32], [0.23, 0.33],
[0.2, 0.3], [0.21, 0.31], [0.22, 0.32], 023 0.33],
[0.1, 0.2] [011 0.12] [0.12, 0.22] [0 13, 0.23]
RF* [0.3, 0.4], [0.31, 0.41], [0.32, 0.42], [0.33, 0.43],
[02 0.3], [0.21, 0.31], [0.22, 0.32], [023 0.33],
[0.1, 0.2] [011 0.21] [0.12, 0.22] [0.13, 0.23]
RF® [01 0.2], [0.11, 0.21], [0.12, 0.22], [0.13, 0.23],
[0.1, 0.2], [0.11, 0.21], [0.12, 0.22], 013 0.23],
[0.1, 0.2] [0.11, 0.21] [0.12, 0.22] [0 13, 0.23]
Table 3
Table 2 IVPF score information
IVPF aggregated values
IVPFSSPROWA operator IVPFSSPROWG operator
IVPFSSPROWA operator IVPFSSPROWG operator RF! 030213 030174
RF! [0.1029,0.2028], [0.1032,0.2030], RF? 0068 —0.00584
( [0.2030, 0.3030],) ( (0.2028,0.3028], > RF3 ~0.10717 ~0.1063
[0.3030,0.4030] 0.3028, 0.4028] RF* —0.04133 —0.04048
RF? [0.2090, 0.4090], [0.2094, 0.4093], RIF> —0.10465 —0.10373
[0.1097,0.2094], [0.1090, 0.2090],
( [0.1097,0.2094] ) ( [0.1090, 0.2090] )
RIF [0.2098,0.3098], [0.2102,0.3101],
[0.2102,0.3101], [0.2098,0.3098],
[0.1105,0.2102] [0.1098,0.2098]
RF* [0.311,0.4109], [0.3113,0.4112], Table 4
([0 2113,0.3113], ) ( [0.2110,0.311], ) Representation of the ranking values
[01117 0.2114) [0.1110,0.2110] - -
REFS 101060, 0.2060], 01066, 0.2063], Methods Ranking values Best optimal
[0 1066 0 2063] [0 1060 0 2060] IVPFSSPWG  RF? > RF* > RF° > RF? > RF! RF?
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Table 5
Comparative information of the data in Table 1
Best
Methods Ranking techniques optimal
Liu and Wang  RF? > RF* > RF° > RF? > RF! REF?
(2018)
Mahmood et al. RF? > RF* > RF° > RF?® > RF! RIF?
(2023)
Kamaci et al. RF? > RF* > RF° > RF* > RF! RIF?
(2021)
Jabeen et al. RF? > RF* > RF° > RF? > RF! RIF?
(2023)
Garg et al. Limited features Limited
(2021) features
Yager (2008) Limited features Limited
features
IVPFSSPWA  RF? > RF* > RF° > RF? > RF! RIF?
IVPFSSPWG  RF? > RF* > RF° > RF? > RF! RIF?

which were proposed by Garg et al. (2021) and Yager (2008), have
not been working effectively because these are the special cases of
the initiated techniques. Hence, thewhihc initiated techniques are
novel and superior than existing information.

7. Conclusion

In this manuscript, we derived the technique of Schweizer—Sklar
operational laws based on IVPF values. Further, we investigated the
IVPFSSPA operator, IVPFSSPG operator, IVPFSSPWA operator,
and IVPFSSPWG operator with some reliable properties, called
idempotency, monotonicity, and boundedness. Additionally, we
analyzed the digital green innovation with the help of the MADM
technique for initiated operators to show the reliability and
supremacy of the proposed theory. Finally, we demonstrated
examples for addressing the comparison among the initiated theory
and existing ideas to improve the worth of the derived theory. The
initiated technique based on IVPFSs is very dominant and reliable
for depicting vague and uncertain information in genuine life problems.

Further, the technique of IVPFSs is superior and dominant than
many existing techniques, but in some situations, they fail, for
instance, if someone provides the value of truth, abstinence, and
falsity grades in the shape of collection instead of one value, then
the theory of IVPFS has failed; for this, we needed to use the
technique of interval-valued picture hesitant FSs and their extensions.

In the future, we aim to utilize some operators, called Dombi
operators (Akram et al., 2021; Yu & Xu, 2013), Hamacher operators
(Chen et al., 2014), and Einstein operators (Rahman et al., 2020)
based on IVPFSs, and also discuss their application in neural
networks, decision-making, genetic algorithms (Sahoo et al., 2023),
supply chain management (Adegbola, 2023; Verma et al., 2023), and
engineering sciences to enhance the worth of the initiated techniques.

Ethical Statement

This study does not contain any studies with human or animal
subjects performed by any of the authors.

Conflicts of Interest

The authors declare that they have no conflicts of interest to this
work.

10

Data Availability Statement

Data are available from the corresponding author upon reasonable
request.

References

Adegbola, K. (2023). A simulation study of single-vendor, single
and multiple-manufacturers supply chain system, with
stochastic demand and two distribution policies. Journal of
Decision Analytics and Intelligent Computing, 3(1), 62-79.
https://doi.org/10.31181/jdaic10010052023a

Akram, M., Khan, A., & Borumand Saecid, A. (2021). Complex
Pythagorean Dombi fuzzy operators using aggregation
operators and their decision-making. Expert Systems, 38(2),
€12626. https://doi.org/10.1111/exsy.12626

Albaity, M., Mahmood, T., & Ali, Z. (2023). Impact of machine
learning and artificial intelligence in business based on
intuitionistic fuzzy soft WASPAS method. Mathematics,
11(6), 1453. https://doi.org/10.3390/math11061453

Atanassov, K., & Gargov, G. (1989). Interval valued intuitionistic
fuzzy sets. Fuzzy Sets and Systems, 31(3), 343-349. https://
doi.org/10.1016/0165-0114(89)90205-4

Atanassov, K. T. (1986). Intuitionistic fuzzy sets. Fuzzy Sets and
Systems, 20(1), 87-96. https://doi.org/10.1016/S0165-0114(86)
80034-3

Atanassov, K. T. (1999). Intuitionistic fuzzy sets: Theory and
applications. USA: Springer. https://doi.org/10.1007/978-3-7908-
1870-3_2

Chen, L., Xu, Z., & Yu, X. (2014). Prioritized measure-guided
aggregation operators. [EEE Transactions on Fuzzy Systems,
22(5), 1127-1138.  https://doi.org/10.1109/TFUZZ.2013.
2282169

Chen, Z. H., Wan, S. P., & Dong, J. Y. (2023). An integrated interval-
valued intuitionistic fuzzy technique for resumption risk
assessment amid COVID-19 prevention. Information Sciences,
619, 695-721. https://doi.org/10.1016/j.ins.2022.11.028

Cuong, B. C. (2013). Picture fuzzy sets-first results. Part 1, seminar
neuro-fuzzy systems with applications. Institute of Mathematics,
Hanoi.

Dai, D., Fan, Y., Wang, G., & Xie, J. (2022). Digital economy, R&D
investment, and regional green innovation—Analysis based on
provincial panel data in China. Sustainability, 14(11), 6508.
https://doi.org/10.3390/su14116508

Davoudabadi, R., Mousavi, S. M., & Patoghi, A. (2023). A new
fuzzy simulation approach for project evaluation based on
concepts of risk, strategy, and group decision making with
interval-valued intuitionistic fuzzy sets. Journal of Ambient
Intelligence and Humanized Computing, 14(7), 8923-8941.
https://doi.org/10.1007/s12652-022-04399-3

Deschrijver, G., & Kerre, E. E. (2002). A generalization of operators
on intuitionistic fuzzy sets using triangular norms and conorms.
Notes on Intuitionistic Fuzzy Sets, 8(1), 19-27.

Elbanna, S. (2006). Strategic decision-making: Process perspectives.
International Journal of Management Reviews, 8(1), 1-20.
https://doi.org/10.1111/j.1468-2370.2006.00118.x

Garg, H., Ali, Z., & Mahmood, T. (2021). Interval-valued picture
uncertain  linguistic  generalized Hamacher aggregation
operators and their application in multiple attribute decision-
making process. Arabian Journal for Science and Engineering,
46, 10153-10170. https://doi.org/10.1007/s13369-020-05313-9



Journal of Computational and Cognitive Engineering

Vol. 00 Iss. 00 2024

Jabeen, K., Ullah, K., Akram, M., & Haleemzai, 1. (2023). Interval
valued picture fuzzy Aczel-Alsina aggregation operators and
their application by using the multiattribute decision making
problem. Journal of Mathematics, 2023, 1707867. https:/
doi.org/10.1155/2023/1707867

Kamaci, H., Petchimuthu, S., & Akgetin, E. (2021). Dynamic
aggregation operators and Einstein operations based on
interval-valued picture hesitant fuzzy information and their
applications in multi-period decision making. Computational
and Applied Mathematics, 40(4), 127. https://doi.org/10.1007/
s40314-021-01510-w

Khalil, A. M., Li, S. G., Garg, H, Li, H., & Ma, S. (2019). New
operations on interval-valued picture fuzzy set, interval-valued
picture fuzzy soft set and their applications. /EEE Access, 7,
51236-51253. https://doi.org/10.1109/ACCESS.2019.2910844

Liu, P., & Wang, P. (2018). Some interval-valued intuitionistic fuzzy
Schweizer—Sklar power aggregation operators and their
application to supplier selection. International Journal of
Systems Science, 49(6), 1188—1211. https://doi.org/10.1080/
00207721.2018.1442510

Mahmood, T., Jaleel, A., & Rehman, U. U. (2023). Pattern recognition
and medical diagnosis based on trigonometric similarity measures
for bipolar complex fuzzy soft sets. Soft Computing, 27(16),
11125-11154. https://doi.org/10.1007/s00500-023-08176-y

Rahman, K., Sanam, A., Saleem, A., & Muhammad, Y. K. (2020).
Some induced generalized Einstein aggregating operators and
their application to group decision-making problem using
intuitionistic fuzzy numbers. Annals of Optimization Theory
and Practice, 3(3), 15-49. https://doi.org/10.22121/aotp.2020.
241689.1036

Sahoo, D., Tripathy, A. K., Pati, J. K., & Parida, P. K. (2023). A
selection of level of supplier in supply chain management
using binary coded genetic algorithm with a case study
towards Pareto optimality. Journal of Decision Analytics and
Intelligent Computing, 3(1), 90—-104. https://doi.org/10.31181/
jdaic10015072023s

Shi, X., Ali, Z., Mahmood, T., & Liu, P. (2023). Power aggregation
operators of interval-valued Atanassov-intuitionistic fuzzy sets
based on Aczel-Alsina t-norm and t-conorm and their

applications in decision making. International Journal of
Computational Intelligence Systems, 16(1), 43. https://doi.org/
10.1007/s44196-023-00208-7

Verma, A., Tripathy, S., & Singhal, D. (2023). The significance of
warehouse management in supply chain: An ISM approach.
Decision Making: Applications in Management and
Engineering, 6(1), 92-110. https://doi.org/10.31181/dmame
0321052022v

Wang, Y., & Ruhe, G. (2007). The cognitive process of decision
making. International Journal of Cognitive Informatics and
Natural Intelligence, 1(2), 73-85. https://doi.org/10.4018/jci
ni.2007040105

Yager, R. R. (2008). Prioritized aggregation operators. International
Journal of Approximate Reasoning, 48(1), 263-274. https://
doi.org/10.1016/j.ijar.2007.08.009

Yin, S., & Yu, Y. (2022). An adoption-implementation framework of
digital green knowledge to improve the performance of digital
green innovation practices for industry 5.0. Journal of Cleaner
Production, 363, 132608. https://doi.org/10.1016/j.jclepro.2022.
132608

Yin, S., Zhang, N., Ullah, K., & Gao, S. (2022). Enhancing digital
innovation for the sustainable transformation of manufacturing
industry: A pressure-state-response system framework to
perceptions of digital green innovation and its performance
for green and intelligent manufacturing. Systems, 10(3), 72.
https://doi.org/10.3390/systems10030072

Yu, X., & Xu, Z. (2013). Prioritized intuitionistic fuzzy aggregation
operators. Information Fusion, 14(1), 108—116. https://doi.org/
10.1016/j.inffus.2012.01.011

Zadeh, L. A. (1965). Fuzzy sets. Information and Control, 8(3),
338-353. https://doi.org/10.1016/S0019-9958(65)90241-X

Zadeh, L. A. (1975). The concept of a linguistic variable and its
application to approximate reasoning—I. Information Sciences,
8(3), 199-249. https://doi.org/10.1016/0020-0255(75)90036-5

How to Cite: Ali, Z., & Rehman, U. (2024). Analysis of Digital Green Innovation
Based on Schweizer—Sklar Prioritized Aggregation Operators for Interval-Valued
Picture Fuzzy Supply Chain Management. Journal of Computational and
Cognitive Engineering. https://doi.org/10.47852/bonview]CCE42022468

11



	Analysis of Digital Green Innovation Based on Schweizer-Sklar Prioritized Aggregation Operators for Interval-Valued Picture Fuzzy Supply Chain Management
	1. Introduction
	2. Preliminaries
	3. IVPF Schweizer-Sklar PRO Operators
	4. MADM Method Based on Proposed Operators
	5. Analysis of Digital Green Innovation Based on Proposed Supply Chain Management
	6. Comparative Analysis
	7. Conclusion
	References


