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Abstract: With the increasing scale and complexity of the network, the network attack technology is also changing, such as malicious
program attack, Trojan horse, distributed denial of service attack, worm, virus, web code injection, botnet, and other new network attack
tools emerge in large numbers. As the core hotspot of network information security, network security situational awareness has received
more and more attention. The traditional way of network security situational awareness prediction is relatively single. Usually, only one
algorithm is used for perception and prediction, and its prediction accuracy is limited. To explore the application effect of intelligent
learning algorithm, this study takes radial basis function (RBF) neural network as the main research object, optimizes RBF by simulated
annealing (SA) algorithm and hybrid hierarchy genetic algorithm (HHGA), constructs RBF neural network prediction model based on
SA–HHGA optimization, and carries out relevant experiments. The results show that the predicted situation value of the optimized RBF
neural network in 15 samples is very close to the actual situation value. The neural network has good prediction effect and can provide
assistance for the maintenance of network security.
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1. Introduction

In the complex cyberspace, it is extremely necessary to
construct an effective network security situation assessment
model, which can provide real-time and effective prediction of the
dynamic evolution of the network model and ensure network
security by providing corresponding security strategies (Raissi &
Karniadakis, 2018). To achieve accurate prediction of network
security situation awareness, it is necessary to adopt certain
intelligent learning algorithms. Among them, the radial basis
function (RBF) neural network has good results in finding the
nonlinear mapping relationship of network security situation
values, but there are still problems such as local optimization
(Butler et al., 2018; Cooper et al., 2019). Peng and other
researchers believe that improving the energy efficiency of
various air-conditioning systems helps to reduce greenhouse gas
emissions. A demand-driven control strategy is constructed
through machine learning algorithm, which successfully improves
the operation efficiency of the system (Peng et al., 2018). Karaa
WBA and other scholars found that the relationship between
different semantic information can be effectively extracted by
computer algorithm. Support vector machine classifier is used to

extract information, which significantly improves the extraction
efficiency and accuracy (Tian et al., 2020). Miller GA and his
research partners use animal-mounted sensor technology and
corresponding machine learning algorithms to predict working
hours and related data and improve the prediction efficiency to a
certain extent (Miller et al., 2020). Yang and other experts and
scholars found that the application scope of machine learning
algorithms has gradually expanded, and a variety of machine
learning algorithms have been applied to the actual process of data
estimation, successfully improving the estimation accuracy and
ensuring the accuracy and reliability of data (Mayer et al., 2020).
Aiming at the problem that drugs are environmental pollutants to
another extent, A T H M et al. used machine learning algorithm for
systematic analysis and prediction and conducted a detailed analysis
on bioconcentration factors. Finally, they successfully enhanced the
accuracy and effectiveness of machine learning algorithm prediction
(Miller et al., 2019). JF Hern á ndez and other scholars conducted
in-depth research on the bankruptcy of insurance companies in the
field of financial research, compared and analyzed two different
nonparametric machine learning technologies, and finally verified
that the machine learning algorithm based on multilayer perceptron
has strong prediction performance (Wang et al., 2020).

This research innovatively uses simulated annealing (SA)
algorithm and hybrid hierarchy genetic algorithm (HHGA)
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algorithm to optimize RBF, which can more accurately predict the
future situation, and provides support for the research of relevant
network security situation.

2. Network Model Construction Based on
Optimized RBF Neural Network Algorithm

2.1 RBF neural network model and
its structure analysis

RBF neural network is a single hidden layer feedforward neural
network that can effectively process nonlinear data. When a new
sample is obtained in the RBF neural network, not all neurons in
it need to be adjusted accordingly, and only the neurons that are
similar to the input sample vector need to be adjusted, which is
usually called local approximation network (Alix et al., 2019).
Compared with other neural network models, RBF neural
network has stronger learning, classification, and approximation
capabilities. Figure 1 shows the structure of the network.

According to Figure 1, the RBF neural network mainly contains
three network layers, namely the input layer, the hidden layer, and the
output layer. The input layer contains a large number of perceptual
units, which can serve as the connecting element between the neural
network and the external environment; the hidden layer is located
between the input layer and the output layer, in which there is a
set of RBF functions, which can realize nonlinear conversion; the
core of the output layer is to use mathematical means to process
the output signal of the hidden layer and realize the final output
(Kou et al., 2019). Figure 1 shows the commonly used RBF
function ϕn, as shown in formula (1).

ϕðrÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 þ σ2

p (1)

In formula (1), r ¼ kX � cik2, and i ¼ 1; 2; 3; . . . ; q, where ci
represents the center point of the neuron, q represents the number
of nodes in the hidden layer, σ represents the expansion constant of

the basis function, and its value determines the width of the RBF func-
tion.When theRBF neural network performs linearweighting, the out-
put of its network mapping is shown in formula (2):

ym ¼
Xq
j¼1

wjkϕj (2)

where wjk represents the weight of the j-th neuron in the hidden layer
when it is connected to the output layer.

2.2 Implementation of HHGA algorithm and its
optimized RBF neural network algorithm

As an effective algorithm to realize parameter optimization and
solve network topology problems, HHGA algorithm includes
different chromosomes, including parameter gene sequence and
control gene sequence. Whether the former can play its due role
depends on the latter (Xi et al., 2019). The former is composed of
real number coding, while the latter is mainly composed
of various binary codes, “0” indicates that the corresponding
parameter gene is not activated and is in an invalid or dormant
state, and “1” indicates that it is in an effective or activated state
(Gorham, 2020). All chromosomes of HHGA algorithm adopt a
mixed coding mode, and the coding and decoding process is
shown in Figure 2.

It can be seen from Figure 2 that HHGA algorithm mainly
includes two chromosomes, which are, respectively, composed of
parameter gene sequence and control gene sequence. During
decoding, all parameter genes corresponding to “1” in the control
gene will be activated in real time, while all parameter genes
corresponding to “0” will be completely ignored (Rapuzzi &
Repetto, 2018; Xu, 2018). After the activation, the parameter genes
will be recombined to become the numerical sequence required by
HHGA algorithm. It can be seen that the parameter genes in the
two chromosomes are divided into two groups, one is 1,2,5,6, and
the other is 3,4,7,8. When applying HHGA algorithm to optimize
RBF neural network algorithm, it mainly includes four steps: first,
to encode the chromosome and initialize the population; second, to
call fitness function; third, to carry out genetic operation to improve
the global search ability of the algorithm; and finally fourth, to
calculate the output weight of RBF neural network (Goodall et al.,
2018; Zhang et al., 2019a). In the first step, the focus is on coding
the chromosome, as shown in Figure 3.

In HHGA algorithm, the length of parameter gene will lead to a
certain difference in the number of hidden layer nodes, and the
former is closely related to the dimension of input data in RBF
neural network. Based on this, the number of nodes in the hidden

Figure 1
Structure of RBF neural network
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Example diagram of HHGA algorithm
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layer and the input layer can beH and I, respectively, soH � ðI þ 2Þ
can be used to represent the length of chromosome (Zhang
et al., 2019b).

2.3 Network security situation awareness
prediction model based on optimized RBF neural
network algorithm

Since the output layer of RBF neural network is linear neuron, it
can be optimized by HHGA (Yang et al., 2019). HHGA can determine
the parameters related to nodes in the hidden layer of RBF neural
network and then obtain the corresponding output weights with the
help of least square method. As an extension of local search
algorithm, SA algorithm can effectively avoid local optimization
(Demirel & Deveci, 2017). SA algorithm is usually applied to
combinatorial optimization problems. Its basic idea is to make a
feasible solution of a specific problem X. The optimization
objective of the problem is regarded as a fixed micro state, which
is x. The capability contained therein is defined as E. The
continuously decreasing control parameter t in the algorithm can be
regarded as the temperature T of the solid in the annealing process
(Deveci & Demirel, 2017). For T that constantly generates updated
values, different feasible solutions will appear randomly, and the
probability of transfer between feasible solutions is shown in
equation (3).

p Xold ! Xnewð Þ ¼
1 f Xoldð Þ � f Xnewð Þ
exp f Xnewð Þ�f Xoldð Þ

T

� �
f Xoldð Þ > f Xnewð Þ

(
(3)

In equation (3), p represents the transition probability, Xold and
Xnew represent the current solution and the new solution, respec-
tively. SA algorithm first generates an X randomly from the objective
function f. Then, the elements in X are replaced to obtain an Xnew,
then calculate the difference between the objective function values
of Xold and Xnew, and judge the relationship between the difference
and 0. Finally, Xnew is accepted, and the optimal solution is returned.
In this process, if Xnew does not meet the termination conditions, it
can be processed circularly by slowly reducing the temperature until
the return value of the optimal solution is obtained. Therefore, the
optimization of RBF neural network can be realized by organically
combining HHGA and SA algorithm, as shown in Figure 4.

Figure 4 shows that the RBF neural network needs to be
initialized first and then performs operations such as encoding,
population initialization, decoding, and weight determination in
sequence. After outputting the predicted network security situation
value, the performance of the neural network can be objectively
evaluated, and the accurate calculation of individual fitness can be
completed. If the obtained results meet the accuracy requirements,

the final RBF neural network model can be obtained; otherwise, it
is judged whether the maximum algebra is reached, and if it is
reached, the final RBF neural network model can also be
obtained. If it is not reached, it is necessary to perform operations
such as selection, crossover, mutation, and SA on the population
in turn and return to the decoding step after generating a new
generation of population until the two judgment requirements are
met and the final RBF neural network model is determined.

Figure 3
Schematic diagram of chromosome coding processing
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3. Application Effect of Optimized RBF Neural
Network in Network Security Situation Awareness
Prediction

To explore and optimize the application effect of RBF neural
network in network security situation awareness prediction, in this
subject experiment, a data set containing 120 samples is selected.
First, it is subjected to a comprehensive normalization process,
and then it is made into a network security situation prediction
sample. According to the time series division method, 15 test
samples are selected. Data sets are directly selected from network
security samples. The input and output, respectively, represent the
actual value and predicted value of the network security situation.
In this study, 15 prediction samples with typical characteristics
were selected according to the division of time series, and each
sample contains a large amount of network security data
information, which is enough for neural network training and
security situational awareness and prediction. The average error
index here is not as intuitive as the comparison between the actual
value and the predicted value of the network security situation.
Then, the super parameters of SA–HHGA neural network are set
so that the hidden layers of its deep neural network are 3, that is,
the most common neural network structure and its layers, to avoid
the impact caused by too many or different layers of the network.
Finally, the RBF neural network algorithm model optimized based
on SA–HHGA is used to sense the situation of this batch of test
samples. The comparison between the results and the actual
situation value is shown in Figure 5.

It can be seen from Figure 5 that in samples 1, 4–10, and 14,
there is a small gap between the predicted network security
situation value based on the RBF neural network algorithm model
optimized by SA–HHGA and the actual network security situation
value; the predicted value of network security situation in other
samples is almost consistent with the actual value. This shows
that the neural network algorithm can effectively complete the
perception and prediction of network security situation. To further
explore the advantages of the optimized RBF neural network, a
comparative experiment is carried out in this study, and the results
are shown in Figure 6.

Figure 6 shows the prediction results of network security
situation awareness by BP (Back Propagation Neural Network)
neural network and RBF neural network. There is a certain

difference from the actual situation value. The trend of the
situation value curve of 15 samples is basically the same, but
there is a large gap between samples 1–7 and 13–14. The RBF
neural network optimized based on SA–HHGA has a good
prediction effect, and the situation value at each sample is almost
completely close to the actual situation value. To make the
comparison results more clear and accurate, the errors of the
predicted values of the three neural network algorithm prediction
models have been marked in Figure 6. Comparing the error lines
of the three, it can be seen that the error line of RBF neural
network optimized based on SA–HHGA is the shortest, indicating
that its prediction accuracy is the highest. To further judge the
rationality and reliability of the algorithm in this paper, the output
value of RBF neural network algorithm before and after
optimization is compared with the expected value. The results of
comparative analysis are shown in Figure 7.

Figure 7(a) shows the output results of RBF neural network
algorithm before optimization. It can be seen that when the
number of samples is small, the actual output of the algorithm is
basically consistent with the theoretical output. However, in the
process of increasing the number of samples, the actual output
fluctuates greatly, which is significantly different from the
theoretical output. Figure 7 (b) shows the output results of RBF
neural network algorithm optimized based on SA–HHGA. In the
process that the theoretical output value increases with the
increase of the number of samples, its actual output value always
fluctuates around the theoretical output value, and its overall
change trend remains the same. This shows that the RBF neural
network algorithm based on SA–HHGA optimization has better
recognition and prediction performance.

4. Conclusion

As the application of massive data continues to expand, the
importance of network security has become increasingly prominent.
To improve the prediction accuracy of network security situational
awareness, this subject experiment is aimed at the RBF neural
network in the intelligent learning algorithm, using the SA
algorithm and the HHGA algorithm to optimize it to a certain
extent and apply it to the actual prediction of the corresponding
sample. The results show that the predicted situation value of the

Figure 5
Comparison of network security situation awareness prediction
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Comparison results of different neural network models for
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RBF neural network optimized based on SA–HHGA in 15 samples is
basically consistent with the actual situation value, and the gap ismuch
smaller than the BP neural network and the RBF neural network. This
means that the network model has good fitting effect and high
prediction accuracy and can be widely applied to network security
situation awareness prediction. In the era of big data, the security
needs of network operation and development are increasing day by
day. The prediction accuracy of network security situational
awareness of this algorithm needs to be improved. In the future,
different types of algorithms should be used for optimization and
simulation analysis, to ensure the operation security of the Internet
including massive data.
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