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Research on Microvideo Character
Perception and Recognition Based
on Target Detection Technology
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1Gingko College of Hospitality Management, China

Abstract: With the rapid development of the Internet short-video platform, microvideo is increasingly attracting users because of its small traffic
and time period. However, the content of microvideo on the Internet is complex, with illegal information. This research is an improved algorithm
based on target detection technology, aiming at the characteristics of difficult character recognition inmicrovideo. The algorithm combinesGabor
wavelet transform algorithm and 2D principal component analysis (PCA) algorithm andmakes full use of video perception technology to realize
character recognition in microvideo. Through MATLAB simulation analysis, it can be seen that the accuracy of the optimization algorithm
proposed in this paper is 86.34% and the recognition time is 34.28s. Compared with the traditional PCA algorithm and artificial neural
network (ANN) algorithm, the optimization algorithm proposed in this paper has better recognition rate and recognition efficiency.
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1. Introduction

Microvideo character recognition is conducive to maintaining
the security of the Internet and has special significance for national
security control, counterterrorism, and pornography prohibition
(Shi et al., 2019; Su et al., 2018; Tueller et al., 2020; Yu et al.,
2021). Since the development of the Internet, various short-video
platforms have been developing rapidly. If only the content in
microvideo is identified manually, the efficiency will be very low
in the face of massive video (Li et al., 2018; Li et al., 2020; Rui
et al., 2018; Sakulchit et al., 2019). With the continuous
development of modern biometric recognition technology, the
application range of face recognition technology is becoming
wider. Microvideo character recognition based on target detection
technology can achieve more flexible face recognition and target
detection, overcome the influence of complex background
environment and other influencing factors in video shooting, and
solve the situation that the face may be blocked (Liu, 2019;
LoSardo, 2019 Matsumura et al., 2021; Xue, 2019; Zhao et al.,
2018). This research tries to propose a mature microvideo character
recognition technology, which can be applied to practical needs.

Dutta et al. (2021) proposed a mathematical model of face image
decomposition and introduced a genetic algorithm to optimize and
improve the model, which can effectively remove redundant
eigenvalues and improve face recognition performance. Face
recognition will be affected by many external factors, so
multiobjective optimization methods can be adopted to realize
effective face recognition, while multiobjective genetic programming
algorithms can realize multiobjective combinatorial optimization

(Bi et al., 2021; Wu, 2021; Wu et al., 2021). Ranade and Anand
(2021) proposed a color face recognition method for different color
spaces, which has good accuracy and efficiency. At present, the face
recognition system has been widely used in various identity
recognition application systems. People have conducted in-depth and
extensive research on various stages of face recognition, including
face feature capture, feature generation, face correction, etc. (Juneja
& Rana, 2021).

Compared with the traditional microvideo character recognition
technology, the proposed technology has the following innovations:
(1) it can realize the processing of microchannel small video under
complex background, including the influence of different lighting,
climate conditions, and other influencing factors, and can obtain
good recognition results. (2) By improving the traditional principal
component analysis (PCA) algorithm, a bidirectional 2DPCA
algorithm is obtained, which makes it have better face recognition
effect. (3) Finally, a technology that can realize face detection,
tracking, and recognition is obtained.

2. Relevant Theoretical Basis

Image processing: Image processing technology refers to
the use of computer technology to process the target image infor-
mation according to the established target, including image
enhancement, image segmentation, image recognition, image
description, and other technologies.

Gabor wavelet transform: Gabor is a linear filter. Its main
purpose is to extract edge features. Similar to the human visual
system, it is often used for texture feature analysis and extraction
and is not sensitive to illumination changes.
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Image feature extraction: Image feature extraction is an
advanced stage of digital image processing. It is a transition
process from digital image to image recognition and collects some
features or characteristics in the image.

2DPCA algorithm: Its full name is two-dimensional face
recognition feature extraction algorithm, which is an improvement
on the traditional PCA feature algorithm. It operates the face
image itself, and there is no need to process the image into
column vectors before calculation.

Face feature classification: Face feature classification is one of the
key technologies for face feature extraction. The features of face
recognition mainly include geometric features, model features,
statistical features, and neural network features. The features of face
can be confirmed and recognized using the recognition algorithm.

3. Image Feature Representation Based on Gabor
Wavelet Transform

Gabor wavelet transform algorithm uses time and frequency to
describe the process of time function and solve the Gabor coefficient.
Gabor transform cannot be transformed after the window size is
calculated. Therefore, this method has no zoom characteristics and
cannot carry out multiscale signal analysis (Kasthuri et al., 2019;
Xu et al., 2019; Zhang et al., 2020). Therefore, on this basis,
scholars proposed two-dimensional Gabor wavelet transform,
which can not only maintain the multiscale characteristics of
wavelet transform, but also have directionality and locality. The
expression of twodimensional Gabor wavelet filter is
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~kj
��� ���2
σ2 exp �
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��� ���2 ~xk k2

2σ2
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@
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In equation (2),
~kjk k2
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is the attenuation energy spectrum com-

pensation function, and exp ikj~x
� �

is the complex plane wave, its real

part is cos kjx
� �

and its imaginary part is sin kjx
� �

. The effect of wave-

let transform can be maintained through exp ikj~x
� �

function, which
will not be affected by the gray value and illumination change of the
image. The feature of~x-neighborhood image can be extracted using
the change of the two-dimensional Gabor wavelet, the corresponding
Gabor wavelet can be obtained, and the Gaussian filter bank can be
obtained by ψj.

Let the face image set be I ~xð Þ, the corresponding value on the
image domain is~x, the Gabor face is Ou,v ~xð Þ, and its expression is

Ou,v ~xð Þ ¼ I ~xð Þ � ψj ~xð Þ (2)

Further, let the scale and direction of Gabor filter be reflected as
~kj, and the size of two-dimensional Gabor wavelet is σ, which is taken
as π

2. They jointly determine the size of two-dimensional Gabor
wavelet. u,v in equation (2) determines the sampling direction and

scale, respectively, and the expression of~kj is

~kj ¼ kjx
kjy

� �
¼ kv cos φu

kv sinφu

� �
(3)

In equation (3), kv is taken as 2
vþ2
2 and φu is taken as u π

8.
In the process of face image recognition, Gabor convolution

operation may occur in the process of operation, resulting in the
adverse impact of edge domain oscillation on matching

recognition. Therefore, it is necessary to remove the linear
features in the process of Gabor transform, but the corresponding
amplitude must be retained to reflect the energy characteristics of
image region and realize face image recognition.

4. Face Image Feature Extraction Technology
Based on Bidirectional 2DPCA Algorithm

In face recognition, the extraction of face features should be
calculated by instruments or algorithms, so as to obtain the
original features of face image. However, considering that the
dimension of the original features is too large, it is necessary to
reduce the dimension of the original feature data, so as to realize
feature extraction and improve the efficiency of the algorithm
(Benitez-Garcia et al., 2019; Liao & Gu, 2019; Zhang et al.,
2020). The resulting features are quadratic features. The result of
feature extraction has a direct impact on the final face recognition,
so the representative and small redundancy face features must be
retained. This time, PCA is introduced for face image feature
extraction. Due to the large amount of calculations and relatively
low accuracy of the traditional PCA algorithm, the bidirectional
2DPCA algorithm optimized for many times is selected. Although
the algorithm will be applied to more coefficients, considering the
bidirectional operation of rows and columns, it can greatly
improve the face recognition rate and reduce the face
reconstruction coefficients.

Let the training sample set be Xi, the average image matrix
be u, and the row vectors of xi and u on row j are x jð Þ

i ,u jð Þ, respec-
tively, so
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Let the image covariance moment in the row direction beG, and
its expression is

G ¼ 1
M

XM
i¼1

Xm
j¼1
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As above, the column vectors of xi and u set on column j are

x jð Þ
i , u

jð Þ, respectively, and the calculation formula of image covari-
ance moment G in the column direction is

G ¼ 1
M
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Let the orthogonal matrix of the column vector be Z 2 Rm�q and
the input sample image matrix be X, and its projection in the Z direc-
tion can obtain a q*n matrix. The expression is

B ¼ ZTX (8)

Let the judgment criterion be J(Z), and its expression is

J Zð Þ ¼ trace ZTE

�
X � EX X � EXð ÞT

�
Z

 �
(9)

Thus, the projection matrix Zopt of the optimal eigenvector can
be formed, and its expression is
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Zopt ¼
�
z1,z2, � � � ,zq

�
(10)

The face recognition features based on bidirectional 2DPCA
algorithm are compared and matched with the extracted features 

in the face database, and the matched images are obtained through 

the classifier. The overall process is shown in Figure 1.

5. Face Feature Classification

In Figure 2, two different training samples, square and circular,
are separated by three straight lines, where H represents the optimal
classification line of all samples, H1, H2 passes through the point
closest to the optimal classification line, and the distance between
them is the classification interval. Through the optimal

After the extraction of face features in wechat video, face
features need to be classified in order to recognize accurately
(Yuan et al., 2019; Zhi & Liu, 2019). This time, support vector
machine (SVM) is selected to deal with a large number of image
problems. Its working principle is to construct an optimal
classification surface, which can distinguish different samples and
maximize the linear distance between different samples. The
classification diagram is shown in Figure 2.

classification line, SVM can be classified with high accuracy.
Let the normal vector of the classification surface be w, the

sample set be xi,yið Þ, and the linear discriminant function of the
high-dimensional space be

f xð Þ ¼ w � x þ b (11)

Normalize it to make it conform to f xð Þj j � 1. In order to
achieve accurate differentiation of all samples, it is necessary to meet
the following requirements:

yi w � xið Þ þ b½ � � 1 � 0, i ¼ 1,2, � � � ,n (12)

Fornonlinear problems, it is necessary to introduce a relaxation factor
for classification. When the number of samples is very large, it is difficult

to obtain a good classification effect even if the relaxation factor is
introduced. Therefore, it is necessary to transform the extracted image
feature vector to the high Viterbi eigenspace through the kernel
function and transform the nonlinear problem into a linear problem in
the high-dimensional space. Its schematic diagram is shown in Figure 3.

The final output of SVM is the linear combination of support
vectors of the input image data information. With the increase in
the number of training samples, the support vector will also
increase, which will greatly increase the amount of calculation of
SVM discriminant function. Therefore, it should be properly
selected when selecting training samples.

In the actual face feature classification and recognition, because it
is necessary to deal with multiple classification problems at the same
time, when designing the classifier, it is necessary to transform a
variety of problems into two types of problems as much as possible
to facilitate the processing of SVM. This processing method mainly
includes “one-to-one” or “one-to-many” classification strategies. The
“one-to-one” classification strategy refers to the pair-wise matching
of different types of samples. Using this strategy, even the training of
large samples will not affect the decision-making efficiency. When
using the “one-to-many” classification strategy, it is mainly used
when the number of samples is small, which can obtain better
training speed and classification effect.

There are four samples S1, S2, S3, S4, and an SVM classifier is
constructed for the samples:

fi i ¼ 1,2,3,4ð Þ (13)

Each classifier will use the features of one of the four types of
samples for training. The class label is displayed as “þ1,” and the
other sample feature labels are defined as “−1” negative set.
During training, if no sample feature response is “þ1,” it will be
divided into corresponding types. If the corresponding response is
“−1,” it will be divided into new samples.

6. Simulation Analysis

In order to verify and analyze the performance of the method
proposed in this paper, 40 people are selected to shoot this time, and
each person shoots 10 microvideo clips, a total of 400 microvideo
clips within 10s. 1600 microvideo clips related to characters were

Figure 1
Figure recognition flowchart in microvideo

Face to be recognized Face database

2DGabor transformation 2DGabor transformation

Bidirectional 2DPCA Bidirectional 2DPCA

SVM classifier

Output results

Figure 2
Optimal classification diagram based on SVM

2H

1H

H
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randomly selected from the database, and 400 captured microvideos
were put into it, with a total of 2000 microvideo clips.

The improved algorithm in this paper is compared with the
traditional PCA algorithm and artificial neural network (ANN)
algorithm, and the recognition efficiency and accuracy of the
algorithm for characters in microvideo are compared and analyzed
respectively. The results are shown in Figures 4 and 5.

Through the analysis of Figures 4 and 5, it can be seen that in the
comparison of accuracy and recognition efficiency of the three
algorithms, the optimized and improved algorithm in this paper has
better performance. In Figure 4, as the number of recognized images
increases, the recognition rate gradually decreases. When the number
of video images reaches 400, the optimized and improved algorithm
in this paper improves by 33.77% and 11.20%, respectively,
compared with the traditional PCA algorithm and ANN algorithm. In
Figure 5, with the increase in the number of video images, the
algorithm time also gradually increases. When it reaches 400, the
optimization algorithm proposed in this paper takes the least time,
which is 36.64% and 11.08% lower than the traditional PCA
algorithm and ANN algorithm, respectively. The comprehensive
analysis shows that the 2DPCA algorithm proposed in this paper has
better performance and better application effect in the research of
microvideo character recognition.

Compared with the traditional PCA algorithm, 2DPCA
algorithm can make up for some of its shortcomings, and
2DGABOR change can effectively reduce the feature dimension,
classify, and recognize the face images in microvideo. Through

the comparative analysis of the two algorithms, it can be clearly
seen that the improvement effect of this algorithm is very
significant. In the actual simulation analysis process, even the face
in the complex background can be well recognized, and the fusion
algorithm has a very high recognition rate. Face recognition using
PCA algorithm not only takes a long time, but also the
recognition rate is low. 2DPCA algorithm can improve the
efficiency of image recognition by constructing covariance matrix.

7. Conclusion

Microvideo character recognition can effectively combat illegal
acts on the Internet. Therefore, a fusion algorithm based on 2DPCA
and the two-dimensional Gabor changemethod is proposed to realize
character recognition, and the input image features are effectively
classified by SVM classifier. In order to verify the effectiveness
of the optimized and improved recognition method, through the
simulation analysis of 400 microvideos, the recognition efficiency
and accuracy of traditional PCA algorithm and ANN algorithm
are compared. Through simulation analysis, it can be seen that
compared with PCA algorithm and ANN algorithm, the optimized
and improved algorithm proposed in this paper improves the
recognition accuracy by 33.77%, 11.20%, and the algorithm
efficiency by 36.64% and 11.08%. Overall, the proposed method
has good microvideo character recognition effect and good
application value. The proposed wechat small video face
recognition technology can effectively detect, track, and recognize
faces, especially in complex environments. However, in future

Figure 3
Schematic diagram of transforming nonlinear problems into linear problems in high-dimensional space

Figure 4
Comparative analysis of recognition accuracy

of three algorithms

0.00

20.00

40.00

60.00

80.00

100.00

120.00

50 100 150 200 250 300 350 400

R
ec

og
ni

tio
n 

ac
cu

ra
cy

%

Number of videos

ANN algorithm

PCA algorithm

This paper optimizes the improved algorithm

Figure 5
Comparative analysis of recognition efficiency
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research, it is also necessary to improve the detection rate when there
are some occlusions or other influencing factors.
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