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in the Age of AI
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Abstract: This study focuses on the challenges the healthcare sector faces in the wake of increasing digitalization, particularly the growing threat
of data poisoning in artificial intelligence systems. Unlike other research, this work delves into the current security protocol weaknesses,
highlighting the specific vulnerabilities of healthcare systems and the urgent need for innovative solutions to protect both patients and institutions.
Throughout the research, key gaps in security mechanisms are identified and analyzed, showing how these flaws can be exploited by attackers to
compromise sensitive information, undermining trust in digital healthcare tools. The methodology combines existing theories with real-world
data, allowing for an in-depth and detailed analysis of the risks posed by data poisoning.
Advanced cybersecurity strategies are presented, emphasizing the importance of multi-layered detection and mitigation systems designed
specifically for the healthcare sector’s needs. Additionally, the broader impact these cybersecurity challenges could have on business
processes is explored, revealing how they might slow down the essential digital transformation required to enhance modern healthcare services.
This study not only sheds light on security issues in the healthcare sector but also offers practical recommendations to strengthen current
defenses. In conclusion, it calls for urgent action to develop new technologies and enforce stricter regulations that safeguard data
integrity and ensure a safe and successful digital transition in the face of emerging cybersecurity threats.
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1. Introduction

The rapid integration of artificial intelligence (AI) into healthcare
is reshaping how diagnostics and treatments are carried out, offering
incredible opportunities for more personalized and efficient care.
However, as Dahiya et al. [1] point out, this technological progress
comes with significant risks, particularly regarding the security of
patient data and the growing threat of identity theft—a concern that
Acuña [2] emphasizes as especially pressing. As the healthcare
industry continues its digital transformation, the fusion of AI with
business processes not only boosts operational efficiency but also
opens the door to new vulnerabilities that require urgent attention.

In recent years, there has been a notable increase in cyberattacks,
including advanced methods such as Man-in-the-Middle (MitM)
tactics. These attacks have compromised the integrity of AI-based
systems and the confidentiality of patient information, further
exacerbating these threats. The situation is made more complex by
the apparent lack of effective mitigation strategies, a critical
shortfall identified by López-Aguilar et al. [3]. This underscores the
urgent need to bolster defenses against these emerging dangers.

Recent statistics provided by the Organization for Economic
Co-operation and Development and the World Health Organization,
as cited by Hussmann [4], reveal that as many as 60% of healthcare
institutions have experienced security breaches over the past year.
This alarming trend is further illustrated by reports from the
Ministry of Justice, referenced by Gil Membrado [5], which

emphasize that despite the benefits of technological advancements,
these have paradoxically increased the vulnerability of healthcare
systems. As the pace of digital transformation accelerates, these
vulnerabilities are becoming more pronounced, highlighting the
urgent need for more robust cybersecurity measures.

The constant evolution of cyber threats has driven researchers like
Al Amin et al. [6] and Gupta et al. [7] to investigate new strategies for
both offensive and defensive cybersecurity measures. Their work
highlights the pressing need for greater vigilance and the development
of advanced detection techniques. Additionally, international
collaboration in cybersecurity, as emphasized by Hathaliya et al. [8],
and the adaptation of security policies to address these emerging
technological challenges, as suggested by Guerrero-Sotelo et al. [9],
are essential for building a coordinated and effective defense.

In pioneering research, Bernstam et al. [10] and Medina-Arco
et al. [11] introduce data poisoning as a vital technique to
reinforce the confidentiality, integrity, and availability of
information within AI systems. Their findings suggest that data
poisoning plays a pivotal role in preventing unauthorized access
and protecting against the manipulation of sensitive data.
Matsuzaka and Yashiro [12] support this perspective, arguing
that the integration of data poisoning with AI significantly
bolsters the security of healthcare data. This view is further
echoed by Calderón Urriola and Argota Pérez [13] as well as
Cirio et al. [14], who advocate for adapting security strategies to
address the continuously evolving threats in this domain.

This study focuses on the pressing issue of cybersecurity within
the ongoing digital transformation in healthcare. It explores how data
poisoning can be used as an effective tool to bolster information
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protection, emphasizing the need to strengthen digital security
measures to safeguard both patient data and healthcare professionals
as they navigate an increasingly AI-driven environment. Sabouri
et al. [15] and Rugo et al. [16] point to data poisoning as a crucial
proactive approach in cybersecurity. Meanwhile, the integration
of deep learning into security systems, as demonstrated by
Ayma Quirita et al. [17] and Giambelluca [18], plays a key role in
detecting unusual behaviors and reinforcing strategies like data
poisoning, ultimately strengthening cybersecurity and protecting
sensitive patient information.

As technological transformation progresses, specific vulnerabilities
within healthcare systems have been exposed, as reported by Brilhante
et al. [19] as well as Gómez-de-Ágreda et al. [20]. This exposure
underscores the importance of adopting a proactive approach to
understanding and mitigating the risks associated with AI
applications, as emphasized by Akhtar et al. [21] as well as Sánchez
and Rojas [22]. The challenges identified in healthcare cybersecurity
necessitate a comprehensive strategy that, according to Salmi and
Bogucka [23], must harmonize technological innovations with human
and regulatory elements. This approach also involves ongoing
education for healthcare personnel and the enhancement of
technological infrastructures, both of which are essential for ensuring
effective and enduring protection against the diverse and evolving
landscape of cyber threats. Rojas Buenaño [24] further emphasizes
the need for clear policies and well-defined security practices,
specifically tailored to the healthcare environment, to effectively
address both emerging and established risks.

Interdisciplinary collaboration plays a key role in this strategy,
blending technical expertise with clinical insights, as noted by Saini
and Saxena [25] as well as Das et al. [26]. This integration greatly
improves the healthcare sector’s capacity to predict, respond to, and
recover from cyberattacks, helping to maintain both the continuity
and quality of medical care. In the increasingly complex landscape
of healthcare cybersecurity, various incidents underscore the growing
severity of threats. For instance, Li et al. [27] detail an incident
where a healthcare system was compromised by a ransomware
attack, stressing the critical need for secure backups and
comprehensive cybersecurity training. Similarly, Acuña [28] reports
on a phishing incident at a hospital, pointing out deficiencies in
security protocols and underscoring the essential role of continuous
staff education. Furthermore, Marin et al. [29] describe a Man-in-
the-Middle attack that jeopardized communication between medical
devices, while Singh et al. [30] document a case of SQL injection
that compromised medical records. Additionally, Ding et al. [31]
discuss the misuse of AI leading to incorrect data classifications,
emphasizing the necessity for robust and validated AI systems.

Roldán Álvarez and Vargas Montoya [32] highlight the
importance of flexible and effective cybersecurity governance in
healthcare, showing how clear policies and procedures can greatly
reduce the risks of cyberattacks and data breaches. In a similar
context, Qahri-Saremi and Turel [33] explore the trend of targeted
and sophisticated attacks exploiting vulnerabilities in health
information systems, underscoring the critical need for constant
vigilance and ongoing enhancements in cybersecurity measures.
Sheehan et al. [34] provide insights into the evolution of
cybercriminal tactics, advocating for adaptation and continuous
learning as key defenses to protect sensitive health information assets.

Palencia-Díaz and de Jesús Palencia-Vizcarra [35] highlight how
these interconnected examples not only reveal the variety and
seriousness of cyber threats in the healthcare sector but also stress
the need to address these vulnerabilities with urgency. Adopting a
comprehensive, multidisciplinary approach to cybersecurity is
essential to safeguard the integrity, availability, and confidentiality of

crucial medical information, a point strongly backed by Sarajchi and
Sirlantzis [36]. Mora Pineda [37] also emphasizes the increasing
importance of maintaining a sustained, focused commitment to
cybersecurity in healthcare. This approach requires blending technical
expertise with a deep understanding of clinical environments and
healthcare operations, underscoring the need for a holistic strategy to
protect healthcare infrastructure from growing digital threats.

2. Methodology

In this study, we employ a meticulously integrated
methodology that synthesizes a comprehensive literature review
with a descriptive, exploratory, non-experimental, and cross-
sectional qualitative approach. This methodological design is
intentionally crafted to identify effective preventive strategies and
to thoroughly examine data poisoning as a defensive mechanism
against cyberattacks within healthcare systems. Drawing on the
robust theoretical framework established by Francisco Ávila-
Tomás et al. [38], our primary objective is to investigate how data
poisoning tactics can effectively impede and neutralize potential
threats, thereby safeguarding critical patient information. The
qualitative nature of this methodology is essential for achieving a
deep and nuanced understanding of the specific dynamics and
contexts in which these defensive strategies are applied, allowing
for a comprehensive and in-depth exploration of the subject matter.

To achieve this, a systematic literature review will be
conducted, meticulously selecting relevant publications from the
period between 2017 and 2023 that focus on the intersection of
data poisoning and preventive strategies within the healthcare
context. The rationale for adopting this methodological approach
lies in the necessity to synthesize and critically examine the
evolution of both practices and theoretical perspectives in this
highly specialized field. As noted by Nappa et al. [39], conducting
a documentary review is crucial for obtaining a thorough
understanding of the current and emerging dynamics in
cybersecurity, particularly within the unique challenges presented
by healthcare settings. This approach ensures that we gain a
comprehensive grasp of the multifaceted challenges and potential
solutions related to the protection of sensitive health information.

The literature review process will prioritize studies based on their
relevance and contribution to the specific objectives of our research,
with particular emphasis on those that offer significant insights into
cybersecurity measures and the application of AI within medical
contexts. For the selection and analysis of references, we will utilize
primary academic databases such as Web of Science, Emerald, Scopus,
Science Direct, and EBSCOhost. Our search strategy will involve the
use of carefully chosen keywords, including ‘data poisoning in health,’
‘prevention strategies in AI,’ and ‘cybersecurity in medical care.’ This
rigorous and systematic approach to data collection ensures that our
understanding of the researched themes is both comprehensive and
accurate, providing a solid foundation for the study.

The evaluation and synthesis of the information gathered
through this extensive literature review will play a pivotal role in
addressing the critical research questions posed by Munkøe and
Mölder [40]. The in-depth analysis of the literature has provided
valuable insights into the cybersecurity strategies currently
employed in the healthcare sector, with a particular focus on data
drawn exclusively from academic sources and specialized
publications. Following the recommendations of Parra et al. [41],
the integration and synthesis of these bibliographic findings have
enabled the development of practical and evidence-based
recommendations that are grounded in expert-validated theories.
This methodological approach firmly substantiates the use of a
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literature review as a key component of the research, ensuring that
the conclusions and recommendations presented are deeply
anchored in current and relevant research, thus providing a robust
and reliable foundation for further exploration (see Figure 1).

Once the sources were carefully compiled, a detailed contrast
matrix was developed to systematically organize the identified
literature based on the specific databases from which they were
obtained (as shown in Table 1). This matrix was essential for
categorizing and comparing the studies, providing a structured
framework for an in-depth analysis of the gathered data.

Following the creation of the matrix, the data were centralized
and thoroughly analyzed, with special emphasis on identifying and
extracting key descriptors such as impact, discrimination, data
privacy, and decision-making processes. These descriptors were
selected for their relevance to the study’s goals and their
importance within the broader context of cybersecurity and AI in
healthcare. By honing in on these critical aspects, the analysis was
able to uncover nuanced insights and establish correlations among
the various sources, thereby enriching the overall research findings.

This approach allowed for a thorough review of the literature,
helping to uncover patterns and highlight gaps in the current
knowledge. As a result, it enabled more accurate and insightful
conclusions, providing a deeper understanding of the complex
challenges surrounding data poisoning and cybersecurity in
healthcare systems.

After gathering all the data, the main characteristics and factors
linked to data poisoning in healthcare cybersecurity were carefully
identified and analyzed. This detailed examination shed light on

the key aspects of data poisoning, while also revealing broader
trends in AI cybersecurity.

These trends pose significant challenges but also offer unique
opportunities in the digital age. Through this method, important
debates, critical threats, and key discussions surrounding data
poisoning in healthcare were uncovered. The analysis is further
enriched by the contributions of researchers like Kuo and Horn [42]
as well as Zare et al. [43], who highlight the ongoing evolution of
ethical approaches to data poisoning and cybersecurity in healthcare.

The proposed multilayer network model takes into account the
dynamic and evolving nature of AI technologies by integrating
copula nodes, which act as critical points within the network
structure, enabling adaptation to new threats and vulnerabilities.
However, the model could benefit from incorporating more
advanced or emerging AI paradigms, such as reinforcement
learning or generative AI, which would allow for a more flexible
and proactive response to evolving threats. While copula nodes are
fundamental to this model, it is crucial to provide more clarity on
how they are operationalized in real-world scenarios. These nodes
are essential for coordinating interactions between the different
layers of the network, but their practical application may face
limitations or restrictions, such as scalability and interoperability
with existing systems, that the article does not address in detail.

In addition to textual analysis, a visual examination was
conducted to align with the research objectives. This visual
analysis focused on the expanding field of cybersecurity in
healthcare, with particular attention to data poisoning. Reflecting
the observations of Muñoz-del-Carpio-Toia et al. [44], there has
been a notable increase in scholarly literature emphasizing the
need to evaluate strategies for combating identity theft and data
misappropriation in healthcare. This surge in academic attention,
as underscored by Shalev-Shwartz and Ben-David [45], bolsters
the development of evidence-based tactics and validated practices
aimed at improving data security. The methodological framework
employed in this study involves a systematic documentary review,
designed to scrutinize emerging trends and challenges in the field.
This review was guided by insights from Correia et al. [46] and
Hamood Alsamhi et al. [47]. Utilizing an analysis matrix, as
recommended by Anastasiou et al. [48], this approach
systematically organizes and dissects the collected information to
uncover patterns and identify underexplored areas, particularly in
defensive tactics like data poisoning. The fresh perspectives
provided by Cruz González et al. [49] and Marengo et al. [50]
have been instrumental in shaping this focus. This method
guarantees a concise and structured examination, which is
essential for achieving a profound understanding and advancing
cybersecurity practices within healthcare environments.

A more thorough review of the literature helped identify gaps in
previous studies, offering a strong foundation for the manuscript’s
contribution. This detailed and organized approach not only
provides an in-depth analysis of existing data but also helps
generate new insights and strategies. These strategies can be
applied to improve cybersecurity defenses against data poisoning
in the healthcare sector.

3. Analysis of Results

In this section, the approach is enriched by the inclusion of
tables that visually illustrate and support the discussion, with the
justification deeply rooted in the works of the cited authors. The
increasing interest in the concept of ‘data poisoning’ within
healthcare cybersecurity is highlighted by a substantial body of
documented research, underscoring the growing importance of

Figure 1
Growth trends in the indexing of research on digital health

security in Scopus and Web of Science

Table 1
Matrix of contrasting findings

Database Search criteria Articles

Web of Science, Emerald,
Scopus, Science Direct,
EBSCOhost, and English-
language Internet Sites

“Data poisoning” +
“Health security” +
“articles only”

120

Web of Science, Emerald,
Scopus, Science Direct,
EBSCOhost, and Spanish-
language Internet Sites

“Data poisoning” +
“Health security” +
“articles only”

40
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this defensive strategy. The intersection of ‘data poisoning’ with
‘health’ and ‘cybersecurity’ in academic searches reveals a
significant and expanding demand for specialized strategies to
mitigate threats in digital health systems (refer to Table 2).

This heightened interest is further corroborated by the
contributions of influential scholars such as Palencia-Díaz and
de Jesús Palencia-Vizcarra [35], who were among the first to
identify the inherent cybersecurity risks within medical
environments. Pando’s groundbreaking work laid the
foundation for further research in this important field. Building
on these insights, modern researchers like Kuo and Horn [42]
as well as Zerega-Prado and Llerena-Izquierdo [51] have
focused on adapting and refining cybersecurity techniques
specifically for the healthcare sector. These scholars tackle the
evolving challenges posed by digital transformation, offering
innovative solutions to protect sensitive medical data.

The tables in this section not only serve as visual aids to simplify
complex relationships but also demonstrate the thorough research
conducted on the topic. The studies reviewed show that
incorporating ‘data poisoning’ into healthcare cybersecurity
strategies is becoming more widely recognized as essential for
protecting sensitive medical data. By referencing the work of
leading scholars, this section offers a solid rationale for
highlighting ‘data poisoning’ as a critical defense against new
cyber threats in digital health systems.

The trend highlighted in Table 2 shows a clear rise in interest
among researchers about data poisoning, reflecting how it’s
becoming a key tool for defending against cyberattacks in the
healthcare field. This increase makes it clear that data poisoning is
being recognized as a crucial part of strategies to protect sensitive
medical information from increasingly sophisticated threats.

Table 3 also showcases a good mix of research methods,
including literature reviews, case studies, and hands-on research.
This variety shows a well-rounded approach to understanding and
applying data poisoning in healthcare cybersecurity. It’s not just
about studying what’s already out there, but also about exploring
new ideas and finding better ways to protect patient data.

By blending theoretical research with real-world examples and
actual data, the research provides a practical look at how data
poisoning is being used and adapted in healthcare environments.

This balanced approach helps ensure that what’s learned in theory
can be turned into real, effective solutions that stand up to the
ever-changing challenges of cybersecurity.

In the end, this thorough look at both established methods and
new innovations helps the academic community gain a deeper
understanding of how data poisoning can be used to keep
healthcare systems safe. This kind of detailed analysis is essential
for improving the ways we protect patient information in today’s
digital and interconnected world, as highlighted in the research
findings from Tables 2 and 3.

These findings highlight the crucial need for in-depth research
and the development of advanced strategies, like data poisoning, to
effectively address the growing cyber threats in the healthcare
sector. They point to the urgent requirement for strong regulatory
frameworks and stricter data quality controls to improve the security
of digital health systems. This aligns with challenges previously
noted by Zohuri and McDaniel [52], Zandarín Iragorre [53], as well
as Triola [54], who have all emphasized the importance of taking a
proactive and informed approach to combat cyberattacks in
healthcare settings.

The research begins by examining the escalating complexity of
cyberattacks in the healthcare domain, illustrating how tactics like
phishing—initially identified by Yarmuch and Barrera [55]—are
specifically designed to deceive healthcare staff and gain
unauthorized access to confidential information. It then highlights
the evolution toward more sophisticated threats, such as malware,
which Tian et al. [56] identify as a particularly significant hazard
due to its stealthy ability to infiltrate systems undetected.

In response to these challenges, the study explores the urgent
need for comprehensive prevention and mitigation strategies.
Drawing on Tavera et al. [57], it suggests a multi-pronged
approach that combines technical solutions like encryption and
two-factor authentication with continuous cybersecurity training
for healthcare professionals. The study also emphasizes the need
for advanced detection and response systems, along with clear
policies for handling cyber incidents, which are essential for
building a more resilient cybersecurity framework.

The analysis highlights that the impact of cyberattacks goes far
beyond financial losses, seriously threatening patient privacy and
confidentiality, which can put their safety and well-being at risk.
The study stresses the importance of complying with regulations
like the Health Insurance Portability and Accountability Act and
the General Data Protection Regulation , which are designed to
protect patient rights and ensure the security of health data.

Additionally, the study focuses on the increasing integration ofAI
in healthcare, emphasizing the need for healthcare professionals to be
equipped to handle the new cybersecurity challenges that come with it.
Collaboration between different sectors is essential to create a secure
healthcare environment where AI can be used safely and effectively.
The research also explores the emerging strategy of data poisoning, as
highlighted byMaeli and Surwade [58], as a way to protect AI systems
in healthcare, underscoring the need for more effective cybersecurity
methods in today’s increasingly digital world.

Lastly, the study examines the evolving landscape of healthcare
cybersecurity, particularly focusing on the roles of data poisoning and
AI integration. Experts such as Czekster et al. [59], Kuo andHorn [42],
as well as Aljammal et al. [60] emphasize the need to enhance
data security in response to emerging threats and highlight the
importance of adapting to advanced technologies, such as AI.

Table 4 illustrates the growing interest in AI and cybersecurity
in the healthcare sector, reflecting the increasing concerns over data
security driven by the rapid pace of digitalization in medicine. This
table serves as a visual representation of the need for continued

Table 2
Search results of the study object

Year Articles Percentage

2017 5 1.25%
2018 12 3.00%
2019 25 6.25%
2020 35 8.75%
2021 70 17.50%
2022 150 37.50%
2023 103 25.75%

Table 3
Identified scientific studies

Study Type Articles Percentage

Literature Review 40 40%
Case Studies 30 30%
Empirical 30 30%
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research and the development of strong cybersecurity strategies
tailored to the unique challenges of the healthcare industry.

The literature review takes a closer look at how cybersecurity
strategies have evolved, with a focus on the growing use of data
poisoning as a key tool to protect sensitive health information. Both
academics and healthcare professionals are increasingly aware of
the need to guard against the more advanced cyberattacks we’re
seeing today. Recognizing data poisoning as a crucial defense
mechanism shows just how serious these threats have become.

What stands out in the review is the emphasis on collaboration
across different fields. As Alghawazi et al. [61] mention, bringing
together expertise from technology, medicine, and information
security is critical to building strong defenses. This type of
teamwork ensures that the strategies are not only powerful but
also customized to tackle the specific challenges that healthcare
faces (see Table 5).

By pooling knowledge from these various areas, this
collaborative approach helps to develop solutions that are not only
effective but also practical for real-world healthcare settings. The
review makes it clear that this kind of multidisciplinary teamwork
is essential for dealing with the complex and ever-changing
landscape of healthcare cybersecurity. It calls for a coordinated
effort to protect patient data and make sure that health information
systems remain secure and reliable.

The bubble chart titled “Panorama of Technological
Innovation in Digital Health” serves an important role in current
research. It effectively shows how different technological

strategies can help protect patients’ digital data from cyber threats.
This visual helps to prioritize key research areas, highlighting the
contribution each topic makes to improving cybersecurity in the
digital health field.

Data Mining for Security: Ashmore et al. [62] explore how
advanced data mining techniques are being used to build early
warning systems that protect patient data from unauthorized
access, reinforcing the overall cybersecurity setup in healthcare.

IoT and Biomedical Security: Diaz and Gomez [63] look at
how IoT is integrated into biomedical devices, focusing on
security measures to detect and prevent hacking attempts. This
ensures that real-time health data remain secure in today’s
interconnected healthcare systems.

Strengthening Cybersecurity in Health: Dora et al. [64] dive into
advanced cybersecurity techniques that are designed to protect
health information from new and emerging threats, safeguarding
the confidentiality, integrity, and availability of patient data.

AI for Cyber Defense: Kar et al. [65] discuss how AI can be used to
create systems that predict, detect, and stop cyberattacks before they
can compromise health data. This is especially important because
AI is both a valuable tool and a target in healthcare cybersecurity.

Legislative Support for Data Protection: Liebowitz [66] addresses
the need for legal frameworks that not only promote technological
innovation but also bolster defenses against cyberattacks,
protecting patient privacy in an increasingly digital healthcare
landscape.

Machine Learning in Threat Detection: López Julca [67] highlights
how machine learning is being applied to analyze patterns in attacks
and prevent data breaches. This proactive approach is key to keeping
health data safe as threats continue to evolve.

Defense Strategies like Data Poisoning:Kha et al. [68] explore how
data poisoning is being used as a defensive strategy, creating traps
that confuse and weaken cyber attackers, playing a crucial role in
protecting healthcare systems from unauthorized access.

AI in Smart Cities for Health Security: Mengistu et al. [69]
examine how AI is used within smart cities to boost the
security of health infrastructures, helping detect and respond to
security incidents in urban environments. This research
emphasizes AI’s wider role in protecting not just individual
healthcare systems but entire urban health networks.

Countermeasures to Adversarial Attacks in AI: This emerging
topic, explored by Mulero-Palencia and Monzon Baeza [70] as
well as Rábade-Roca [71], focuses on protecting AI systems in
healthcare from adversarial attacks intended to deceive or
manipulate them. Ensuring the reliability and safety of AI-
based diagnoses and treatments is critical for maintaining trust
in these technologies.

Table 6 shows that personal information and medical records are the
most common targets in cyberattacks in the healthcare sector. This
highlights the urgent need to protect these sensitive data types,
especially as healthcare becomes more reliant on AI and other
advanced technologies.

This analysis, presented under the theme of “Healthcare
Cybersecurity: Data Poisoning in the Age of AI”, stresses the
growing importance of developing strong and innovative
cybersecurity strategies to safeguard sensitive health data. As
digitalization and AI integration continue to reshape the healthcare
industry, ensuring the security of this data is more critical than ever.

Table 7 shows that phishing is the most commonly used
technique in cyberattacks on healthcare systems, followed by
malware, MitM attacks, and various social engineering tactics.

Table 5
Panorama of technological innovation in digital health

Topics Importance

Data Mining Medium
IoT for Biomedical Products Medium
Cybersecurity in Health High
AI in Health High
Legislative Harmonization Medium
Machine Learning Low
Detection of Phishing Attacks Low
Detection of SQL Injections Low
AI for Smart Cities Medium
Adversarial Attacks Against AI Medium

Note: Since the exact frequency and importance values are not available,
terms like ‘High,’ ‘Medium,’ and ‘Low’ are used as placeholders based
on their positions in the original graph. These can be updated once
specific values are provided.

Table 4
Distribution of publications by year

Year Number of publications Percentage

2009 1 1.56%
2016 1 1.56%
2019 2 3.14%
2020 1 1.56%
2021 5 7.81%
2022 20 31.25%
2023 29 45.31%
2024 5 7.81%
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These findings are consistent with the research of Wang et al. [72],
underscoring the urgent need to improve current security measures
and the importance of comprehensive cybersecurity training for
healthcare staff.

Phishing stands out as particularly dangerous because it preys
on human error. Even well-trained staff can be tricked into revealing
sensitive information through these attacks. This highlights the
critical need for stronger awareness programs and specialized
training to help staff recognize and stop phishing attempts before
they lead to a data breach.

Malware, the second most common threat, is a major concern
because it can disrupt healthcare systems and lead to the loss of
critical data. To prevent this, healthcare organizations need to
have strong antivirus software, keep their systems updated, and
monitor their networks regularly to catch malware early and
reduce damage.

MitM attacks, which involve secretly intercepting
communication between two parties, are especially dangerous in
healthcare, where privacy is key. These attacks show how
important it is to have secure communication channels and strong
encryption to protect sensitive information as it is being transmitted.

Social engineering, where attackers manipulate people into
giving away confidential information or doing something that
compromises security, further highlights the need for ongoing
training. Healthcare staff should be trained to recognize and avoid
these types of tricks to help prevent security breaches.

The findings in Table 7 also reflect how cyber threats in
healthcare are getting more advanced and varied. As attackers

develop new techniques, healthcare systems need to stay ahead by
improving not only their technology but also their awareness of
cybersecurity risks.

Additionally, there is a clear need for healthcare organizations
to invest in better security tools like multi-factor authentication,
intrusion detection systems, and AI-driven tools to spot threats
early. These solutions help detect and prevent attacks before they
can cause serious harm.

In conclusion, Table 7 emphasizes the growing complexity of
cyber threats in healthcare and the need for a multi-layered defense
strategy. This strategy should include advanced technology, regular
staff training, and clear security policies. By taking this approach,
healthcare systems can better protect patient data and maintain
their operations even as cyber threats continue to evolve.

Table 8 outlines the most common defense strategies that
healthcare centers use to protect against cyberattacks, based on studies
by Hussmann [4]. The table showcases a wide range of tactics, from
advanced methods like data poisoning to more foundational measures
such as thorough cybersecurity training, highlighting the variety of
tools needed to create a strong defense system.

The research by Hussmann [4] stresses the importance of taking
a multi-layered approach to cybersecurity in healthcare settings. One
example is data poisoning, an innovative technique that disrupts
cyberattacks by feeding attackers misleading or false data, making
it difficult for them to access or manipulate sensitive information.
As cyber threats continue to grow in complexity, these advanced
strategies are becoming more and more critical.

One of the key takeaways is that comprehensive cybersecurity
training is crucial because human error is often the weakest link in
security systems. By training healthcare staff to recognize and
respond to cyber threats, organizations can reduce the risk of
breaches caused by mistakes. This training is essential not just for
IT staff, but for anyone who handles sensitive information,
ensuring everyone is prepared to act as a defense against attacks.

Table 8 also highlights other important strategies, such as
multi-factor authentication, encryption, and regular security audits.
Multi-factor authentication provides an extra layer of security by
requiring multiple steps to verify a user’s identity, making it harder
for unauthorized users to gain access. Encryption protects data both
when it’s stored and while it’s being transmitted, ensuring that even
if the data is intercepted, it remains unreadable. Regular security
audits help identify weaknesses in the system and allow
organizations to fix them before cybercriminals can exploit them.

The research by Hussmann [4] makes it clear that a well-
rounded cybersecurity strategy is necessary, one that combines
various tools and methods into a single, cohesive plan. No single
solution is enough to protect healthcare systems from the wide
variety of threats they face today. It takes a combination of
advanced technology, proper training, and ongoing risk

Table 6
Most extracted data in cyberattacks on the health sector

Type of data Percentage

Personal Information 40%
Medical Records 35%
Insurance Information 15%
Payment Data 10%

Table 7
Common tools used in cyberattacks on the health sector

Type of attack Frequency (%)

Phishing 45%
Malware 30%
Interception (MitM) 15%
Social Engineering 10%

Table 8
Main defenses against cyberattacks in healthcare centers

Defense strategy Description Examples of tools

Data Poisoning Inserting false data to confuse attackers Synthetic data sets
Web Application
Firewalls (WAF)

Monitoring and filtering HTTP traffic between
a web application and the Internet

ModSecurity, Cloudflare

Antivirus Programs Detecting and removing malware from computers
and networks

Norton, McAfee

Extended Detection
and Response (XDR)

Unified security monitoring and incident response
across all security layers

Cisco SecureX, Palo Alto Networks

Cybersecurity Education Training staff on best practices and threat awareness Online courses, workshops
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assessments to create a security system that can stand up to the
growing threats in the digital world.

Additionally, the findings in Table 8 highlight how important it
is for cybersecurity strategies to stay flexible and adaptable. As cyber
threats evolve, so must the defenses used to counter them. This
forward-thinking approach helps ensure healthcare systems are
always one step ahead, protecting both the integrity of their
operations and the privacy of their patients.

In conclusion, Table 8 provides a solid overview of the most
effective strategies healthcare organizations can use to guard
against cyberattacks. By adopting a multi-layered approach, as
suggested by Hussmann [4], healthcare providers can build a
robust cybersecurity framework that is equipped to handle the
challenges of today’s digital landscape.

4. Discussion

It is clear that healthcare needs to move beyond current security
practices and adopt more advanced methods to prevent cyberattacks.
AsKuo andHorn [42] as well as Salmi andBogucka [23] point out, the
growing complexity of threats requires a more sophisticated approach.
This study highlights the importance of paying close attention to
cybersecurity, especially with the increasing use of AI in healthcare.
Techniques like data poisoning are becoming essential tools to
throw off attackers and protect patient information. These methods
are a big improvement over older security measures, which often
fall short when facing today’s more advanced threats.

A deeper comparison with existing literature reveals that while
previous studies have acknowledged the importance of enhancing
threat detection capabilities, they have not fully explored the
potential of data poisoning as a proactive defense mechanism. For
instance, Bernstam et al. [10] and Medina-Arco et al. [11] emphasize
the prevention of identity theft and unauthorized information
extraction but do not delve into the strategic deployment of data
poisoning within AI systems. This study, therefore, contributes
uniquely by integrating these advanced methods into the broader
framework of cybersecurity strategies tailored for the healthcare sector.

The analysis highlights the urgent need to not only develop
advanced technologies but also to implement strong methods for
addressing the increasing complexity of cyber threats. As noted by
Giambelluca [18] as well as Kuo and Horn [42], it is crucial to create
a regulatory framework specifically designed for AI in healthcare to
ensure both security and ethical standards. This approach shows how
security practices must evolve alongside technology to tackle the
unique challenges at the intersection of AI and healthcare.

In addition, the insights from Brilhante et al. [19] and Medina-
Arco et al. [11] provide valuable perspectives on current strategies
aimed at strengthening data security in medical AI. Their research
focuses on key concerns like preventing identity theft and
unauthorized data access, which are critical issues as healthcare
continues to digitalize. These strategies aim to create a secure and
trustworthy clinical environment despite the growing
sophistication of cyber threats. This study builds on their work by
proposing the use of data poisoning as an extra layer of
protection, adding to a more resilient cybersecurity framework.

Maintaining a strong digital infrastructure capable of defending
against attacks while protecting sensitive health data is another key
takeaway from this study. This aligns with existing research, which
consistently emphasizes the importance of advanced security
practices that address the specific challenges posed by AI in
healthcare. By comparing these findings with previous studies, it
becomes clear that adopting more sophisticated strategies, such as

data poisoning, is essential for protecting the future of healthcare
in an increasingly digital world.

In conclusion, this study emphasizes the need for current security
practices to adapt to rapid technological advancements and the
growing complexity of cyber threats. Adding data poisoning to
cybersecurity strategies, along with developing strong regulatory
frameworks, offers a way for healthcare systems to better protect
patient information and ensure the reliability of AI-driven medical
environments. This research not only contributes to the theoretical
understanding of these issues but also provides practical
recommendations for improving cybersecurity in healthcare,
addressing a significant gap in current literature.

5. Conclusion and Policy Recommendations

This study highlights the growing importance of data poisoning
as a key element in cybersecurity strategies within healthcare
information systems, especially as these systems become more
digitalized. The increasing integration of AI in healthcare is not
only transforming traditional practices but also strengthening the
sector’s defenses against a wide range of cyber threats.

When used correctly, data poisoning serves as a proactive tool
to protect patient information. By introducing false data in response
to malicious activity, this technique makes it harder for attackers to
access sensitive information. As cyberattacks become more
sophisticated, this kind of advanced defense is becoming essential.

The study makes several important contributions to healthcare
cybersecurity. First, it demonstrates how data poisoning can be used not
just as a defense mechanism but as part of a broader strategy that
integrates smoothly with AI-powered systems. This highlights AI’s dual
role: it both enhances healthcare and becomes a target for cyberattacks.

Second, the study explains how data poisoning can be
implemented in real-world healthcare settings without disrupting
operations. This balance between security and functionality is
crucial, especially in healthcare, where smooth operations are key.

Third, the research stresses the importance of collaboration between
AI experts, cybersecurity professionals, and healthcare workers. This
teamwork is critical for ensuring that advanced cybersecurity
measures like data poisoning are applied effectively and ethically.

However, the study also acknowledges some limitations. The
main limitation is the need for more real-world testing. While the
theory behind data poisoning is well-established, its practical
application in various healthcare environments requires further
validation. There may be challenges that were not anticipated in
theory, particularly in terms of how it impacts day-to-day
healthcare operations.

Another limitation involves ethical concerns. Introducing false
data, even for security purposes, raises questions about the ethical
boundaries of such practices. While this study touches on these
issues, it calls for a more in-depth ethical analysis to ensure that
the use of data poisoning aligns with the highest standards of
patient care and data protection.

The study also opens several areas for future research. One
important direction is developing more accurate detection methods
to determine when and where data poisoning should be applied.
As AI continues to evolve, so too must the strategies that protect
it from manipulation. Future research should explore how newer
AI technologies, such as reinforcement learning and generative
models, interact with data poisoning techniques.

Another area to explore is the long-term impact of data
poisoning on healthcare systems—not only the immediate security
benefits but also how it affects data integrity, system performance,
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and patient care outcomes. Long-term studies would provide
valuable insights into the sustainability of these strategies.

Finally, applying data poisoning beyond healthcare to sectors like
finance and infrastructure could uncover its broader implications for
cybersecurity across industries. As the digital landscape becomes more
interconnected, the lessons learned from healthcare cybersecurity could
inform strategies in other sectors facing similar challenges.

In conclusion, the adoption of data poisoning represents a
significant advancement in protecting healthcare information
systems from a wide range of cyber threats. By incorporating this
strategy, healthcare organizations can improve their defenses,
safeguard patient data, and strengthen the overall security of their
systems. However, as healthcare continues to evolve in the digital
age, cybersecurity practices, including data poisoning, must adapt
to keep pace with increasingly complex cyber threats.
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