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Abstract: Investing in startups is a complex decision-making process that requires identifying suitable companies and matching them with
compatible investors. The existing works did not present any intelligent startup suitability prediction for funding and investor assistance
mobile applications by taking into account growth rate, annual profit, rating, and reputation factors. This paper initiates a machine
learning-based recommendation system for predicting suitable startups and matching them with appropriate investors. The proposed
system leverages a comprehensive dataset of startup and investor characteristics, including market segment, geographical region, and
city. In comparison with singular value decomposition and principal component analysis schemes, our results show that Term
Frequency-Inverse Document Frequency scheme is selected for startup recommendation due to its high recall and precision value. Our
investor assistance mobile application offers features like login, apply for funds, best funder recommendation, best entrepreneur
selection, and user rating features. Our application evaluation results indicated that more than 60 percent of users are satisfied with the
feasibility of the proposed mobile application.
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1. Introduction

A startup is a young and innovative company that is founded by
entrepreneurs to generate a unique service, business model, and
product. Startups can be typically described by their pursuit of
high-growth potential, scalability, and disruption of existing
markets or industries [1]. Startups are vital drivers of innovation
and economic growth, propelling forward new ideas, products,
and technologies. However, for these ventures to flourish and
reach their full potential, securing funding and finding suitable
investors is of paramount importance. The process of startup
funding and investor matchmaking, though critical, can often be a
daunting task characterized by numerous challenges and
uncertainties [2]. Investments in startups refer to the process of
providing financial resources, typically in the form of capital (i.e.,
during early production or high-growth initiatives). Startup
investments are made with the expectation of generating a
significant return on investment in the future. Investing in startups
can offer various opportunities and benefits, but it also carries
inherent risks. There are several kinds of startup investments such
as equity investments, debt investments, convertible notes,
crowdfunding, and venture capital (VC) funding.

Existing works on startup funding and investor matchmaking
[1, 3–10] have typically relied on subjective decision-making
processes and personal networks. Such approaches are prone to
biases, limited information, and lack of objectivity, leading to
inefficiencies and suboptimal outcomes. To address these
challenges and augment the decision-making process, this work
centers on the development of a machine learning (ML)-based
recommendation system for startup selection and investor
assistance by taking into account multiple factors (e.g., profit,
market demand, and growth rate). The existing works did not
investigate Term Frequency-Inverse Document Frequency
technique (TF-IDF), singular value decomposition technique
(SVD), and principal component analysis (PCA) scheme-based
startup prediction for the investors by taking multiple factors like
growth rate, profit, or market demand. To overcome the existing
limitations, the primary goal of this paper is to implement a robust
recommendation system that leverages ML techniques to predict
suitable startups for funding and match them with interested
investors. By harnessing the power of data-driven algorithms, this
system aims to enhance the efficiency, effectiveness, and
objectivity of the startup funding and investor selection processes.
The foundation of the recommendation system lies in the analysis
of critical startup and investor characteristics. Factors such as
market segment, geographical region, company size, industry
expertise, and financial metrics are essential in determining the
compatibility between startups and investors. By incorporating
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these dimensions, the recommendation system can provide suitable
recommendations that optimize the match between startups (with
fund-seeking nature) and investors looking for promising
opportunities.

The main contributions of this paper are detailed as follows:

(i) To develop a startup recommendation system, a comprehensive
dataset is collected in this paper by encompassing startup and
investor information.

(ii) Through the use of ML techniques (i.e., TF-IDF, SVD, and
PCA), the developed system generates personalized
recommendations that align startups with the most suitable
investors.

(iii) This paper also develops a mobile application featuring investor
suggestions for entrepreneurs (based on reputation, yearly
income, and company network), entrepreneur selection
(based on market price and rating), add review and rating,
apply for funds, login, and signup options.

(iv) This paper also provides application evaluation results based on
users’ feedback and review results.

(v) This paper selects a suitable model for startup recommendation
for investors by comparing TF-IDF, SVD, and PCA schemes.

The literature review of the existing research papers is presented in
Section 2. Section 3 visualizes the proposed ML-based startup
selection framework. Section 4 mentions the developed mobile
application features. Sections 5 and 6 deliver the evaluation of
results and summary of this article, respectively. Section 2
presents a literature review of existing research papers. Section 3
describes the proposed ML-based startup selection framework.
Section 4 describes the features of the developed mobile
application. Sections 5 and 6 present the evaluation results and
summary of this article, respectively.

2. Literature Review

In this section, this article will deliver the related literature
works associated with the investor selection, startup assistance,
investor behavior, and startup selection. In Xu et al. [2], the
authors selected suitable investors for emerging new startups. To
recommend investors, they used approximately thirty-four
thousand investment data from the Itjuzi website. In Narode et al.
[3], the authors built a recommendation system by collecting
clients’ feedback from the respective company. Then they
extracted feedback by using text mining. They used a naive Bayes
classifier for feedback classification as positive type, negative
type, and neutral type. Venture capitalists require market data and
company information for investment decisions or startup selection.
To do so, the researchers can use different forms of data
collection methods such as interview or questionnaire-based
approaches [4]. Several studies showed that only the collection of
financial data regarding a startup is not sufficient for venture
capitalists [11]. The reason behind this is the new startup does not
have extraordinary market data or financial information [5]. Thus,
to make a feasible startup selection decision, venture capitalists
need to look into other factors too such as market growth, profit,
or user feedback. In Liu et al. [6], the authors used matrix
factorization to generate investment recommendations for
investors. In Färber [7], the authors used a Crunchbase-based
dataset for company selection for the investors. This dataset
contains information regarding companies, people, investors, and
investment information. In Kim et al. [12], the authors discussed
that multiple investments from the same investor (at the same

company) could not improve the prediction accuracy regarding
investment recommendations by the VCs. In Zhao et al. [8], the
authors discussed different investment risks for the investors.
They also used five risk assessment-based startup selection and
probability-based matrix factorization models for information
filtering. In Alexy et al. [13], the authors discussed the impact of
the social capital of VCs on the funding of startup firms. In Luef
et al. [1], the authors found that for potential investors, deciding
which business to invest in can be challenging, when there is little
publicly available information. In Bosch [14], the authors
discussed the issue of biases during the startup scouting process.
They also developed a content-based, knowledge-based, and
collaborative filtering-based hybrid recommender system for the
startup scouting process. In Liang et al. [15], the authors tried to
find out the impact of social network data on the funding behavior
of both investors and companies. In Raju [16], the authors
developed a recommendation system for the food startup by
taking into account the automatic retention of good restaurants,
users, and customer feedback. In Tikka [17], the authors discussed
several factors that may impact the early-stage funding decision
for Finnish-based startups.

In Arroyo et al. [18], the authors indicated that a multi-class ML
classifier could be helpful for the success rate increment of an
investor regarding low-risk startup company selection. In Eloranta
[19], the authors discussed the impact of investment on the
employment and profitability of Finnish startups. But the
limitation of their research is they did not use any ML algorithms
to predict the equity funding types or the hypothesis. In Ross
et al. [20], the authors utilized a ML-based prediction model to
determine the startup’s outcome (i.e., exit prediction through an
IPO) by monitoring the investment, acquisition, and failure. The
authors in Zhong [9] tried to predict VC’s investment by taking
into account social connection information between venture
capitalist firms and startup members. In Bai and Zhao [10], the
authors used linear and tree-based ML models for startup
investment decision prediction. But the limitation of their work is
they only used one VC firm data. In Ang et al. [21], the authors
utilized an ML-based prediction model for the funding decision of
startups, success decision, and post-money valuation by taking
into account region and funding amount.

The authors of Yadab et al. [22] looked into how deep learning
technology affected the agricultural startup. The authors of
Rajendran et al. [23] talked about the use of AI in developing
startup strategies. The writers of Abuzaid et al. [24] talked about
the challenges and facilitators of startups in the future economy.
The authors of Vukmirović et al. [25] talked on the contribution
of IT education to the development of Croatian startups.

Differing from existing works, this paper develops a ML-based
suitable startup prediction scheme by taking into account region,
city, growth rate, profit, and rating of startups. This paper also
presents a mobile application for both entrepreneur and investor
assistance by taking into account best entrepreneur selection, fund
applies feature, startup selection, add rating, and review features.

3. Proposed Framework

The methodology of the proposed startup recommendation
system is depicted in Figure 1. The first step in building the
recommendation system is dataset collection. In this case, the data
are collected from the Crunchbase website [7], a widely
recognized platform for startup and investor information. We have
collected different investor and startup company information
from Crunchbase website and developed a dataset by

Journal of Comprehensive Business Administration Research Vol. 00 Iss. 00 2024

02



inserting their specific information in both rows and columns
(see Figures 2, 3, and 4). With a wide range of variables,
including company name, category, market, region, yearly profit
amount (USD), and growth rate (%), the dataset encompasses key
aspects that are crucial in understanding the startup ecosystem.
The main variables are Company Name, Company Category,
Company Market, Company Region, Investor Name, Investor
Market, Investor Region, First Funding date, Last Funding Date,
Funded Year, Yearly Profit Amount (USD), and Growth Rate
(%). This dataset serves as the foundation for subsequent analysis
and recommendation generation. Collecting data from Crunchbase
website ensures that the recommendation system is built upon
reliable and up-to-date information from a trusted source in the
startup ecosystem. The dataset contains approximately 1,00,000
entries, each row and column representing the variables of
company details also with investor details. A glimpse of the
dataset column is shown in Figure 2. For proper understanding,
we have provided a sample of dataset in Figures 3 and 4.

3.1. Data loading and preprocessing

In the data loading and preprocessing step,we performdata loading
and preprocessing to prepare the dataset for building the startup
recommendation system. The dataset is loaded from a CSV file. The
CSV file contains information about various startups, such as their

company name, category list, market, region, yearly profit amount in
USD, and growth rate in percentage. Once the dataset is loaded, the
code selects only the relevant columns that are essential for building
the recommendation system. The relevant columns list includes
“company name,” “category list of the company,” “market of the
company,”, “company region,” “Yearly Profit amount (in USD),”
and “growth rate in percentage.” The columns “company name,”
“company category list,” “company market,” and “company region”
are crucial for generating TF-IDF representations for startups, and the
“Yearly Profit amount (in USD)” and “growth rate (in Percentage)”
columns might be used for additional analysis or filtering of startups.
Next step is handling missing values.

After selecting the relevant columns, the code drops any rows
with missing values (NaN) in any of the selected columns. The
rationale behind dropping rows with missing values is to ensure the
data used for the recommendation system are complete and valid.
Missing datamight affect the accuracy of the recommendation process.

The next step involves converting certain categorical columns
(company category list, company market, and company region)
to string type. This conversion is necessary because the “TF-IDF
vectorizer” expects text input and operates on string data to
generate the TF-IDF representation. Converting categorical
columns to strings allows them to be combined into a single
textual feature that can be used for the recommendation process.

After converting the categorical columns to strings, the code
combines these relevant columns (“company category list,”
“company market,” “company region”) into a new feature named
combined features. The combined features feature is created by
concatenating the values of the three categorical columns for each
startup. For example, if a startup’s “company category list” is
“Health, Technology” and its “company market” is “Healthcare”
and “company region” is “United States,” the resulting combined
features will be “Health, Technology Healthcare United States.”
This combined features feature represents the textual characteristics
of each startup and will be used as input to the TF-IDF vectorizer.
After completing Step 1, the dataset is preprocessed, and the
combined features column contains textual representations of each
startup. These textual representations will serve as the input for the
TF-IDF representation, which will then be used to find similar
startups and make personalized recommendations to investors based
on their preferences.

Figure 2
A glimpse of dataset columns

Figure 1
Proposed startup recommendation system
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Figure 3
Sample of the dataset’s first part

Figure 4
Sample of the dataset’s second part
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3.2. TF-IDF representation

Our next step is TF-IDF representation. TF-IDF is a useful
presentation technique that can convert text data into a numerical
matrix. It is designed to capture the importance of each term (word) in
a document (text) relative to a collection of documents (corpus). The
TF-IDF representation helps to emphasize the significance of rare
terms in a document while reducing the importance of frequently
raised (common) terms in many documents. The TF-IDF
representation of a document in a collection is calculated in two steps.
First, we measured the term frequency. Term frequency measures the
frequency of a term (word) within a document. The formula for
calculating the term frequency of a single term is given as TF(t,d) =
Total time number with term t appearing in document d/Total number
of terms in document d.

The result is a positive value, usually in the rangeof [0,1], indicating
the relative importance of the term within the document. A higher value
suggests that the term appears frequently in the document. Inverse
document frequency can measure the informativeness of a term across
the full document corpus. It penalizes common terms that appear in
many documents and emphasizes rare terms that are more
informative. The formula for inverse document frequency of a term
t is given by: IDF(t) = log(Total number of documents in corpus/
Number of documents containing term t). The result is a non-negative
value. The IDF is typically higher for rare terms and lower for
common terms. The TF-IDF score of a term t within document d is
measured by multiplying the TF(t,d) and IDF(t). The TF-IDF score
can show the importance of the term in the specific document and
across the entire corpus. It is higher when the term appears frequently
in the document but infrequently across other documents in the
corpus. Each document in the collection is represented as a vector,
where each dimension of the vector corresponds to a unique term
from the entire corpus. The value in each dimension is the TF-IDF
score of the corresponding term in the document. The resulting
vectors form a TF-IDF matrix, in which rows can represent documents
and columns can represent terms. In the context of the code, the TF-IDF
representation is created using the TF-IDF vectorizer from
sci-kit-learn. It converts the textual data in the combined-feature
column (which represents each startup’s characteristics) into a
TF-IDF matrix. This matrix will serve as the numerical representation
of the startups, allowing the system to measure similarity and make
personalized recommendations based on investor preferences.

3.3. Dimensionality reduction

The dimensionality reduction technique can be used to retain the
most significant and relevant information while reducing the features or
dimensions. PCA technique is employed to reduce the dimensionality of
the TF-IDF matrix used for startup recommendation. Let us delve into
the details of PCA. The first step in PCA is to compute the important
covariance matrix from the original dataset. The covariance matrix
measures how different features are related to each other. It indicates
the direction and strength of the linear relationships between features.
Next, PCA calculates the eigenvectors and eigenvalues (i.e., from the
covariance matrix). Eigenvectors represent the principal components
of the data, which are new axes that point in the directions of
maximum variance. Eigenvalues correspond to the amount of
variance captured by each principal component. The eigenvalues are
arranged in descending order, representing the amount of variance
captured by each corresponding eigenvector. The first principal
component (eigenvector with the largest eigenvalue) explains the
most variance in the data, followed by the second principal
component, and so on. In PCA, the number of principal components

retained (k) is a hyperparameter that needs to be determined. It
defines how many dimensions to keep in the reduced feature space.
The choice of k depends on the trade-off between computational
efficiency and the amount of variance that needs to be preserved. A
common approach is to select a value of k that captures a significant
portion of the total variance, such as 95% or 99%. After determining
the number of principal components (k), the original data are
projected onto the new reduced feature space. The projection
involves transforming the data points from the original high-
dimensional space into a lower-dimensional space spanned by the
selected principal components. The reduced feature space contains
the k principal components that capture the most important patterns
and variations in the data. Each data point in the reduced space is
represented as a linear combination of the k principal components.

SVD is another feature number reduction technique with
relevant information preservation. It is a powerful linear algebra
technique that decomposes a matrix into three separate matrices,
allowing us to retain the most important patterns and variations in
the data. In the context of the provided code, SVD is employed to
reduce the dimensionality of the TF-IDF matrix used for startup
recommendation. Let’s delve into the details of SVD.

Given an m × n matrix X (i.e., m = samples number,
n = features number), SVD decomposes X into three separate
matrices: U,

P
m� nð Þ, andVT . U (m×m) contains the left singular

vectors.
P

m� nð Þ is a diagonal matrix with singular values within
the diagonal place. Singular values represent the importance of each
dimension in the reduced feature space. VT (n × n) contains the right
singular vectors, which represent the column-wise relationships
between features in a lower-dimensional space. The singular values
in
P

m� nð Þ are arranged in descending order. This implies that the
first singular value corresponds to the most important dimension, the
second singular value corresponds to the second most important
dimension, and so on. Similar to PCA, selecting the number of com-
ponents (k) in SVD is a crucial step. It determines the dimensionality of
the reduced feature space.A common approach is to choose k by taking
into account the cumulative sum of the squared singular values. By
retaining the first k singular values that contribute to a significant por-
tion of the total variance, we can effectively reduce the dimensionality
while preserving most of the information. After determining the num-
ber of components (k), the original data are projected onto the new
reduced feature space. The projection calculation involves the dot
product value of the three metrics: U,

P
m� nð Þ, and VTmatrices,

and then keeping only the first k columns of U, the first k rows and
columns of

P
m� nð Þ, and the first k rows of VT . The result consists

of the lower-dimensional value representation from the original data.
The reduced feature space contains the k most important dimensions
(represented by the first k columns of U) that capture the most signifi-
cant patterns and variations in the data. Each data point in the reduced
space is represented as a linear combination of these k dimensions.

3.4. Data splitting

In this step, data can be divided into the training and testing set. This
process is crucial for building and evaluating the recommendation
system. Data splitting is a standard practice in ML and recommender
systems to ensure that the model is evaluated on unseen data (the
testing set) that was not used during the model training (the training
set). The main purpose of data splitting is to measure how well the
recommendation system generalizes to new data and to avoid
overfitting, in which the model can perform better on the training data
but worse on the unknown data. The data splitting is done using the
train-test split function from sci-kit-learn, which randomly shuffles the
dataset and splits it into two portions based on a specified ratio. In
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this case, the code splits the dataset into 80% for training and 20% for
testing, as specified by test size= 0.2 in the function. The training dataset
would be used for the recommendation model build-up process, where
the testing dataset would be used for the performance evaluation of
different models (i.e., to make accurate and personalized
recommendations for investors based on unseen data). The train-test-
split function uses randomization to split the data, and the random-
state parameter ensures reproducibility. Setting a fixed random seed
allows the data split to be the same each time the code is executed,
ensuring consistent evaluation results during testing.

3.5. Recommendation process

In Step 5, the code performs the recommendation process for each
investor in the testing set based on their preferences and the characteristics
of startups in the training set. Let us break down the recommendation
process into sub-steps. The code uses a loop to iterate over each row
in the testing set (test data), where each row corresponds to an
investor’s preferences. For each investor, their preferences are
extracted from the combined features column, which represents the
textual characteristics of startups. The TF-IDF vectorizer, which was
previously fit on the training data, is used to transform the investor’s
preferences into a TF-IDF representation. The TF-IDF representation
represents the textual features of the investor’s preferences in the same
vector space as the startup characteristics.

3.6. Calculate cosine similarity

Similarity calculation is a critical step in the recommendation
system to identify the degree of similarity between investor
preferences and startups. In this case, cosine similarity is employed
as a similarity metric. Cosine similarity has several benefits over
other similarity metrics. Cosine similarity is calculated between the
TF-IDF representation of the investor’s preferences and the TF-IDF
matrix obtained from the training set (TF-IDF-matrix). Cosine
similarity value can measure the two vectors’ cosine angle in the TF-
IDF vector space, representing the investor preferences and the
startups’ features. It represents the similarity between the investor’s
preferences and each startup in the training set. The TF-IDF matrix,
obtained during the feature extraction step, serves as the basis for the
calculation. The cosine similarity score can range from −1 to 1 (i.e.,
a value closer to one means higher similarity). The cosine similarity
calculation process is shown in Figure 5. To calculate the cosine

similarity, the investor preferences, represented as a vector in the
TF-IDF space, are compared with each startup’s TF-IDF vector. The
calculation involves two vectors dot product value generation. It is
then divided by the product of their magnitudes. This process
generates a similarity score for each startup, indicating how closely it
matches the investor’s specified preferences. By employing cosine
similarity, the recommendation system quantifies the similarity
between investor preferences and startups, allowing for an objective
measure of compatibility. This similarity calculation enables the
system to identify the startups that align most closely with the
investor’s specified criteria, assisting in the selection of potential
investment opportunities that are in line with the investor’s preferences.

3.7. Get the top K most similar startups

The code identifies the top k (here, k= 5) startups with the highest
cosine similarity scores as the most similar to the investor’s preferences.
These top k startups are selected as the recommendations for the investor.
To evaluate the recommendation quality, the code compares the
recommended startups with the ground truth (actual) startups that the
investor is interested in. A set of ground truth company names for each
investor’s preferences is created from the testing set. The code
calculates precision@k and recall@k to measure the accuracy and
completeness of the recommendations. Precision@k measures the
proportion of relevant startups (among the recommended top
k startups). Recall@k measures the proportion of relevant startups
found among all relevant startups. The recommended startups for each
investor are stored in a list (recommended startups). The precision@k
and recall@k values for each investor are also stored in separate lists
(precision-pr-curve and recall-pr-curve, respectively). To calculate mean
average precision (i.e.,MAP) and normalized discounted cumulative
Gain metrics (i.e., NDCG), the ground truth and recommended startup
lists are converted to binary format. The MultiLabel Binarizer is used
to convert the ground truth and recommended startup lists to binary
matrices (true-labels-bin and predicted-scores-bin). After completing
Step 5, the recommendation process has been performed for each
investor in the testing set. The system has generated personalized
startup suggestions or recommendations by assessing the textual
similarity between investor preferences and startup characteristics. The
evaluation metrics (precision, recall, MAP, and NDCG) are computed
to assess the performance of the recommendation system in terms of
accuracy and relevance.

3.8. Recommendation output

In this step, the code processes the results of the
recommendation process and generates personalized startup
recommendations for each investor in the testing set. Let us delve
into the details of this step. For each investor’s preferences in the
testing set, the code calculates the cosine similarity scores
between the investor’s TF-IDF representation and the TF-IDF
representations of all startups in the training set. The top k
startups with the highest cosine similarity scores are selected as
the most similar to the investor’s preferences. These top k startups
are considered personalized recommendations for each investor.
After obtaining the top k recommended startups, the code
evaluates the quality of the startup recommendations using the
well-known precision@k metrics and recall@k metrics.
Precision@k offers the relevant startup’s proportion value among
the top k recommended startups. A relevant startup is one that the
investor is interested in (present in the ground truth set).
Recall@k offers the relevant startup proportions found among all
relevant startups. It helps to assess the completeness of the

Figure 5
Cosine similarity calculation procedure demonstration
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recommendations. To calculate MAP and NDCG metrics, the code
converts the ground truth and recommended startup lists into binary
format. The ground truth company names for each investor’s
preferences are collected from the testing set and converted into a
binary format using the MultiLabel Binarizer. The same process is
applied to the top k recommended startups to create binary matrices

Figure 6
Average precision score comparison

Figure 7
Average recall score comparison

Figure 8
AUC-PR score comparison

Figure 9
MAP score comparison

Figure 10
NDCG@K score comparison

Figure 11
Login and signup page of the mobile app

Figure 12
User role selection and investor profile
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(true-labels-bin and predicted-scores-bin) required for calculating MAP
andNDCG. For each investor in the testing set, the code provides a list of
personalized startup recommendations based on the TF-IDF similarity
scores. The recommendations are sorted in descending order of
relevance (measured by cosine similarity),
with the most relevant startup appearing first in the list. The
recommendation output serves as a set of personalized suggestions for
each investor, showcasing startups that match their preferences and
characteristics. Apart from generating personalized recommendations,
the code examines several evaluation metrics to compute the
recommendation systems’ quality. The precision@k and recall@k
values are calculated for each investor and stored in lists (precision-
pr-curve and recall-pr-curve). The MAP and NDCG metrics are also
computed tomeasure the overall recommendation systems performance.

3.9. Evaluation of recommendation system

To examine the recommendations systems quality, we used
Average Precision@K, Average Recall@K, MAP, and NDCG. We
showed a comparison in these scores between not using any
dimensionality reduction and using SVD or PCA for dimensionality
reduction. For evaluation, the top k (here, 5) most similar startups are
selected based on the cosine similarity scores. AP@K score
measures the average precision value of the top K items in the list.
The formula to calculate Average Precision@K is shown in Figure 4.
Precision@i is the precision at the Ith position (within the ranked

Figure 13
Recommendation and application for the fund

Figure 14
Funder recommendation and company profile
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list). Relii is an indicator function that takes a value of one if the item is
relevant at position i and zero otherwise. K is the cutoff position in the
ranked list. The average precision takes into account both the precision
and the number of relevant items retrieved within the top K positions.
Higher values of AP@K indicate better rankings.

Figure 6 shows the comparison of the AP@K score between not
using any dimensionality reduction (TF-IDF) and using SVD or PCA
for dimensionality reduction. From Figure 4, it can be seen that the
TF-IDF scheme offers a better AP@K value than the SVD and PCA
schemes. Average Recall at K (AR@K) measures the average recall
of the top K items in the list. The formula to calculate Average
Recall@K is depicted in Figure 7, and Recall@i is the recall at ith
position in the ranked list. Reli is an indicator function that takes
a value of one if the item at ith position is relevant and zero
otherwise. K is the cutoff position in the ranked list. Figure 7
shows the comparison of the Recall@K score between not using
any dimensionality reduction (TF-IDF) and using SVD or PCA
for dimensionality reduction. From Figure 5, it can be noticed that
TF-IDF offers a better average Recall@K than both SVD
and PCA schemes. The area under the precision-recall curve
(AUC-PR) score summarizes the classifier’s ability to balance
precision and recall across different threshold values. Higher
values of AUC-PR indicate better classifier performance. Figure 8
provides the AUC-PR score comparison for TF-IDF, SVD, and
PCA schemes. MAP is a metric used to evaluate the effectiveness
of information retrieval systems that return a ranked list of items.
The formula to calculate MAP is shown in Figure 9. MAP
considers the precision at different recall levels for each query and
provides a single score that indicates the overall performance of
the system. Higher values of MAP indicate better retrieval
performance. Figure 9 indicates that the TF-IDF scheme provides
a better MAP than both SVD and PCA schemes. NDCG examines
the usefulness of the ranked list by providing higher scores to
relevant items appearing higher in the list. The discounted
cumulative gain (DCG) is computed by summing up the relevance
scores of items at each position, with diminishing returns for items
further down the list. The formula to calculate DCG@K is shown
in Figure 10, where reli is the relevance score of the item at ith
position (in the ranked list). K is the cutoff position in the ranked
list. The ideal DCG (IDCG) is calculated by sorting the relevant
items in decreasing order of relevance and computing the DCG@K
with the same cutoff position K. NDCG is then obtained by
normalizing the DCG by the IDCG. Higher values of NDCG
indicate better-ranked lists that prioritize relevant items more
effectively. Figure 10 shows that the TF-IDF scheme offers a better
NDCG@K score than both SVD and PCA schemes.

4. Mobile App Development

The proposed investor and entrepreneur assistance mobile
application offers several features such as login and signup feature,
user role selection, user profile, funding opportunity application,
funder selection for startups, entrepreneur selection feature, and add
review and rating. Figure 11(a) provides the login screen, in which
users can sign in using their email and password information.
Figure 11(b) offers a registration screen, in which the user needs to
provide a name, email, password, and confirm password
information for account creation. Users can only log in after
account creation through the registration process. Figure 12(a)
shows the user role selection option that allows users to choose
their role upon registration or through their profile settings. This
selection enables users to specify whether they want to use the
application as an investor or in a different capacity. The application

includes a profile page, where investors can provide and manage
their profile information. User can access their profile page after login.

The profile page in Figure 12(b) allows users to input and
update their preferences, such as company market, company
region, investment criteria, and other relevant details. This profile
page offers several features such as selecting entrepreneur for
funding, selecting training, select funder (for entrepreneur), apply
for funding feature, add rating, and review feature. Figure 13
shows some funding opportunity options for the investor. Users
can select their respective companies and offer funding.
Figure 14(a) offers the startup recommendation feature for
investment (for the investors) based on their reputation,
company net worth, and yearly income value. Figure 14(b)
shows the details of a startup company and funding options
(for investors). Figure 15 depicts the entrepreneur selection
feature for the investor based on market price and rating
options. The investor can see the entrepreneur page and give
reviews/ratings. Figure 16 visualizes the add review and rating

Figure 15
Entrepreneur suggestion for funding
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feature. By using the feature, any user can provide feedback
regarding the entrepreneur/investor and submit a rating point.

5. Evaluation Results

This section will present the application evaluation results. This
mobile application was created using Flutter which is a front-end
platform and Google Firebase software which is a backend
platform. We conducted three separate surveys to validate our

findings. The data are collected from users through an online and
offline interview process. The first experiment uses interview
comments from 44 users. The second and third performance
evaluations are conducted by collecting comments from 200 users.
The users/reviewers’ age range is between 20 and 50. The users/
reviewers’ professions include teachers, students, startup owners,
IT specialists, and investors.

Figure 17 shows the application evaluation results. For this
analysis, we have collected rating points regarding our proposed
application from 44 users. The reviewers examined the trained
model’s performance, app design and navigation, ease of use, and
overall performance of the mobile application. This feedback and
rating system facilitates knowledge sharing, collaboration, and
continuous improvement within the startup community. From
Figure 17, it can be seen that the major portion of the reviewers/
users selected a good comment regarding our proposed mobile
application nature. On average, the number of average, worse, and
no comment secured second, third, and fourth positions,
respectively. Figure 18 investigates the proposed system’s
effectiveness by collecting responses from 200 users. The
examining issues include app usefulness (time and cost), market
readiness, user demand satisfaction, app response, and support. We
discovered that for various effectiveness checking issues, users with
top quality remarks, only medium quality, low quality, and silent
remarks, ranked first (65%–70%), second (15%–20%), third
(10%–20%), and fourth (2%–5%), respectively. Figure 19 examines
application strength analysis. For this experiment, we used survey
responses from 200 users. The app’s strengths include whether or
not it meets future challenges, developing appropriate app features,
app robustness and security, and app reliability and scalability. For
these strength factors, users ranked first (50%–60%), second
(15%–25%), third (10%–25%), and fourth (5%–10%), respectively.
Based on this app strength and effectiveness analysis, it is clear that
our application receives appropriate feedback from app reviewers.
At the moment, we have verified that over 20000 users can use our
application without issue. The system configuration for our
proposed application includes an Intel Core i7 processor-based
server with 16 GB DDR4 memory and a 512 GB SSD. However,
in the future, to deal with large numbers of users, we will try to

Figure 16
Review and rating

Figure 17
App evaluation by users

Figure 18
System effectiveness analysis
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incorporate high processing power server resources and cloud-based
security resources into our system deployments.

6. Conclusion

This paper presented a ML-based recommendation system for
predicting suitable startups for funding and matching them with
investors. The proposed scheme recommends startups by
evaluating company category, market, region, yearly profit, and
growth rate. The proposed scheme involved data collection from
reliable sources, data preprocessing, feature extraction, similarity
calculations, and personalized recommendation generation. The
system leveraged ML techniques, specifically TF-IDF and cosine
similarity, to provide accurate and relevant recommendations. The
results showed that the TF-IDF-based approach (without any
dimensionality reduction) offers better average precision, average
recall, MAP, and NDCG value than the SVD or PCA (with
dimensionality reduction). Thus, TF-IDF scheme is selected for
startup recommendation due to its high recall and precision value.
This work also provides an investor and entrepreneur assistance
mobile application with a multi-factor-based entrepreneur
selection feature, login/signup feature, add review and rating
feature, startup selection, funding application, and user profile
feature. The application evaluation results indicated that more than
60 percent of users are satisfied with the proposed application
features. Moreover, more than 70 percent of reviewers are
satisfied with the application’s scalability, features, security, and
robustness issues. To achieve higher accuracy and relevant
recommendations information, future work can focus on refining
the recommendation algorithm by incorporating more advanced
ML techniques (e.g., transfer learning, deep learning with
attention). Expanding the dataset by incorporating data from
various sources, such as social media, news articles, or industry
reports, can provide a more comprehensive understanding of
startups and investors. Stakeholders can use our proposed system
for suitable startup and investor selection. The mobile application
can add some additional features such as security enhancement
features, quantum computing, ML, and federated learning-based
customer security and data privacy enhancement, collaboration
and networking features, additional factor-based investor and

entrepreneur recommendations, real-time monitoring, and tracking
feature, among others. Other research issues that can be
investigated in the future include different geographical locations
and different business-based investor selection using artificial
intelligence and deep learning, fake investor identification, fake
startup determination by using ML, investor risk analysis,
customer survey-based startup selection taking future market gains
and customer demands into account, and so on.

7. Recommendation

The findings hinted that TF-IDF scheme is most suitable for
investor and startup selection.
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