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Impact of Social Media Sentiments on Stock
Market Behavior: A Machine Learning
Approach to Analyzing Market Dynamics
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Abstract: Social media has become a valuable tool for informed decision-making. This research delves into the influence of Twitter
sentiments on the stock market’s movements and price fluctuations, specifically focusing on Tesla Inc. and the tweets of Elon Musk. A
combination of deductive and inductive reasoning approaches is used to explore the intricate relationship between the social media
platform and the stock market. Methodologically, the Twitter data undergoes rigorous processing to derive features for the machine
learning predictive model, and the sentiments are extracted using the Valence Aware Dictionary and Sentiment Reasoner tool. This
study emphasizes the usefulness of social media in predictive modeling while underscoring the importance of evaluating data reliability
considering challenges such as spam tweets and geographical relevance. Multiple machine learning models are tested against four
distinct datasets addressing the high stock price volatility. XG Boost and Random Forest Regressor emerge as the most effective
performers, particularly when moving averages are included, showing enhanced performance. This research establishes an evident
correlation between social media sentiments and stock market movements, however with limited predicting power. It is also noted that
integrating traditional financial metrics enriches the understanding of stock market dynamics while enhancing the model’s predictability.
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1. Introduction

In recent years, social media has witnessed a spectacular surge
in popularity, establishing itself as a widespread and important
communication tool. It has transitioned from a virtual community
into a thriving marketplace and an essential marketing tool due to
its wide reach, significant effect, and strong influence. Globally,
4.9 billion individuals use social media, and this figure is
expected to rise to 5.85 billion by 2027 [1]. The increased internet
and social media usage has led to an unprecedented proliferation
of individual viewpoints on various topics, and these viewpoints
often contain valuable sentiments suitable for sentiment analysis [2].

Simultaneously, technological advancements in recent decades
have contributed significantly to the expansion of the stock market.
Investors, in their pursuit of optimized returns and risk mitigation,
continually seek novel strategies and approaches [3]. Research
related to stock market prediction has attracted significant
scholarly attention recently due to its rapid growth, unique
challenges, and technological advancements. Financial data, on
the other hand, is known for its noise and complexity, making
stock market price prediction very challenging [4]. Furthermore,
stock markets are greatly influenced by publicly available
information from social media, news sources, and financial
reports. Consequently, stock market predictions based only on

historical financial data could be misleading, encouraging scholars
to explore external factors that affect the stock market [5].

Since the 1960s, the efficient market hypothesis (EMH) has
been a fundamental concept in modern finance [6, 7]. According
to Eugene Fama [7], the EMH is when a market is fully efficient
and market prices reflect all available information, making it
impossible for investors to gain capital gains from price
fluctuations [8–11]. Despite the longstanding dominance of the
EMH, skepticism has risen regarding its absolute efficiency [12].
This study delves into market inefficiencies particularly driven by
investor moods and sentiments, exploring the potential of
leveraging such inefficiencies for stock market prediction.

This research holds significance in highlighting the intricate
relationship between social media sentiments, specifically on
Twitter, and stock market dynamics with a focus on Tesla Inc.
and Elon Musk’s tweets. As social media emerges as a pivotal
medium for sharing knowledge and expression of public opinion,
understanding its impact on financial markets becomes imperative.
Through the use of advanced sentiment analysis and machine
learning models, the research challenges the traditional EMH by
identifying potential market inefficiencies influenced by investor
sentiments. The use of moving averages in predictive models
emphasizes the importance of combining traditional financial
measures with social media data to achieve greater accuracy.

Furthermore, this study systematically investigates the impact
of incorporating tweets from a renowned influencer, as
demonstrated by Elon Musk’s tweets, on stock market dynamics
and the predictive accuracy of the algorithms used. The study
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explicitly studies a prominent business figure’s social media
sentiment to assess the extent to which such high-profile persons
can amplify or modify the generally accepted correlation between
social media sentiment and stock market behavior. Beyond
theoretical contributions, the study has practical consequences for
investors, analysts, and policymakers, providing detailed insights
into the complex role that social media sentiments play in driving
stock market movements.

The primary objective of this study is to evaluate the
effectiveness of the machine learning models in predicting stock
market behavior using sentiments from Twitter, addressing key
research questions on effectiveness, accuracy, and the influence of
influential figures while recognizing the complexities present in
social media data, including a vast amount of irrelevant
information [13]. This study addresses the following research
questions (RQs):

• RQ1. Can the sentiments extracted from social media (tweets) be
used to predict stock prices effectively?

• RQ2. Which machine learning model, when trained and tested
with sentiment scores and a financial indicator, produces the
most accurate prediction?

• RQ3. How does including tweets fromwell-known figures, such as
Elon Musk, impact the correlation between social media
sentiments and stock market behavior, and what is its influence
on predictive model efficacy?

• RQ4. How does including moving averages into predictive models
improve the accuracy of stock market predictions when using
social media sentiments.

The Valence Aware Dictionary and Sentiment Reasoner (VADER)
tool is employed to generate sentiment scores from Twitter data. This
study uses this tool to analyze individual sentiments expressed in
tweets. Six diverse machine learning models, including Logistic
Regression (LR), Decision Trees (DT), Random Forest (RF)
Regressor, Support Vector Regressor (SVR), Extreme Gradient
Boosting (XG Boost), and Prophet, are harnessed to predict stock
market prices. The sentiments generated serve as the primary
feature of the model complemented by the moving average as the
secondary feature. This research represents a comprehensive
exploration of the interplay between Twitter sentiments and stock
market prices, providing insights into the potential predictive
power of social media sentiment analysis in the financial domain.

Following this introduction, Section 2 provides a brief overview
of relevant literature to provide a frame of reference for the study.
Section 3 provides the research method used in the study,
combining inductive and deductive approaches. Section 4 then
provides the results of the study. Section 5 discusses some of the
emergent themes and implications of this research. Finally,
Section 6 concludes the research, presenting avenues for potential
future research and highlighting major contributions and potential
benefits of the study.

2. Literature Review

Information published on social media has had a major impact
on trading and the stock market, and behavioral finance has
demonstrated that emotions play an important role in financial
decision-making. Extensive studies on financial news and social
media attitudes have been conducted in the past, focusing on the
association between Twitter sentiments and stock market behavior.

The integration of natural language processing (NLP) has
gained popularity in stock market prediction [14–17]. Recent

research has expanded our understanding of sentiment analysis
across multiple applications [18–25]. Joshi and Tekchandani [26]
examined sentiment prediction using 17,000 tweets employing
multiple machine learning algorithms such as support vector
machines (SVMs), maximum entropy, and Naive Bayes (NB).
The N-gram sequence of words with unigrams, bigram, and a
hybrid (unigram with bigram) feature was used, and SVM with
the hybrid feature outperformed the other machine learning
methods; however, there were concerns about the practicality of
the linguistic feature, and the study highlights a limitation in the
effectiveness of the linguistic feature in the sentiment analysis [27].

Bollen et al. [12] conducted a pioneering analysis of the
correlation between collective mood states and the Dow Jones
Industrial Average (DJIA). Two mood monitoring tools, Opinion
Finder and Google Profile of Mood States, were used to generate
six mood variations (calm, alert, sure, vital, kind, and happy). A
Granger causality analysis and a Self-organizing Fuzzy Neural
Network were used to analyze the public mood state discovered
by employing mood-tracking methods to forecast changes in DJIA
closing values. The experiment revealed that the DJIA was
strongly connected to popular sentiments. Qian and Rasheed [28]
proposed a DJIA index prediction model. The study used Hurst
exponent to choose a time with the most predictable results and
used Auto-Mutual Information and False Nearest Neighbor
methods to select parameters which identify the training patterns.
They conducted experiments using other machine learning models
as well, such as Artificial Neural Networks, DT, K-Nearest
Neighbor, and Ensemble methods. The Stacking Ensemble and
Simple Voting methods were poorly performed; however, the
study suggested that an ensemble of multiple classifiers will be
useful for stock market prediction.

Yuan [25] explored the methods of sentiment classification
using Twitter data, and three different types of methods of
classification of sentiment analysis were discussed which were
lexicon based, rule based, and machine learning based. The
lexicon sentiments were discussed by applying Feature Scoring
and Simple Word Count approach and concluded that the
VADER Sentiment Lexicons and Bing Liu’s Lexicon have been
proven effective in Twitter sentiment analysis. Several questions
have been raised regarding whether the time and effort used in
applying the linguistic feature are worth it, as the improvement in
the sentiment analysis results is insignificant, and whether using
accuracy and precision is acceptable in evaluating sentiment
analysis classification. This remains to be yet addressed and is
seen as a limitation in the study. Urolagin [22] study on social
media opinions and stock prices using Naïve Bayes and SVM
classifiers identified that there is a relationship between the
features of the tweets and the number of positive, neutral, and
negative tweets. The study concludes that SVM performs better
than the NB classifier on a tenfold cross-validation prediction.
However, the major drawback of this study was conflicts between
neutral and positive classes in both models, that the neutral and
positive classes have high conflicts in both models. A similar
limitation was observed in Mehta’s and Pandya [29] lexicon-
based opinion-mining approach emphasizing the need for
addressing the class conflict. The study concluded that the SVM,
NB, and the Neural Network approaches have achieved high
accuracies and have the potential to be used in various applications.

Qasem et al. [11] study used Logistic Regression and Neural
Network algorithms to compare sentiments related to technology
stocks. Both the classifiers had the same overall accuracy of 58%,
with significant conflicts between neutral and positive classes.
This conflict might have arisen as a result of the automatic
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selection of classes, particularly the neutral class, suggesting
clustering methods that could be used to enhance model
performance [30].

Ridhawi and Osman [31] study introduced an ensemble-based
model that utilized multilayer perceptron, long short-term memory,
and convolutional neural network models. This innovative
approach achieved a remarkable next-hour prediction
performance of 74.3%, emphasizing the synergy of sentiment
analysis and financial data. Further, Mokhtari et al. [32] study
explored the correlation between tweets and stock symbol trends,
using long short-term memory, Bernoulli NB, and RF
algorithms. The study found a significant relationship between
Twitter sentiment and stock prices, emphasizing the correlation
between stock market behavior and social media. Deveikyte
et al. [33] study delved into the relationship between sentiment
from financial news and tweets and FTSE100 movements. The
study evidenced a correlation between sentiment and stock
market movements, with sentiment from news headlines
predicting market returns and negative sentiment from tweets
correlating with lower volatility. Zaman et al. [34] research
focused on incorporating sentiments related to external factors
and historical data; the model achieved an accuracy of 87.2%,
highlighting the role of social media in affecting IBM stocks.
Multiple gaps were identified in the existing literature.
Particularly, Alsing and Bahceci [35] used supervised and
unsupervised machine learning algorithms to predict the stock
market based on Twitter sentiments employing a limited number
of tweets due to the restriction in retrieving Twitter data. The
omission of emoticons, emojis, and slang in various studies [2,
36, 37] when carrying out sentiment analysis was recognized as
a drawback limiting in capturing the full content of the tweet.
Furthermore, there is a significant gap in the existing literature
concerning the model evaluation. A predominant reliance on
confusion matrix and accuracy score which is more suited to
classification problems rather than assessing the performance of
regression models based on prediction errors [38, 39],
emphasizing the necessity for a more nuanced approach to
model evaluation in stock market prediction research.

3. Research Method

This study uses a mixed-methods research approach to predict
stock market prices using Twitter sentiment analysis. It was driven
by a desire to gain an in-depth understanding of the intricate
relationship between sentiments on social media and financial
market behavior. By using a pragmatic-research mindset, it is
found that the stock market dynamics are impacted by both
quantitative and qualitative data and sentiment-based factors. As a
result, using a mixed-methods approach is consistent with the
research philosophy and enables a combined use of the benefit of
quantitative and qualitative data sources. Both deductive and
inductive research approaches are used in this study. Existing
economic theories proposed a correlation between Twitter
sentiments and the price of stocks, and so a deductive technique
was first employed to create a hypothesis based on existing
research and theory, arguing that Twitter sentiment had an impact
on stock prices. Concurrently, an inductive method was applied to
investigate unforeseeable factors and attitudes that may potentially
impact market dynamics with no assumptions established from the
beginning. Overall, deductive reasoning combined with inductive
research was employed in this study to facilitate a comprehensive
evaluation of the correlation between Twitter attitudes and stock
market behavior.

3.1. Data collection

Two distinct datasets were employed to facilitate sentiment
analysis and subsequently predict stock prices based on sentiment
analysis outcomes. The study focuses on Tesla Inc., a
multinational corporation traded on the New York Stock
Exchange with a significant market capitalization of $577.43
billion. Tesla possesses a highly active Twitter presence, boasting
over 18.2 million followers. Empirical evidence, as reported by
various news sources [40], substantiates the impact of tweets
related to Tesla and those posted by Elon Musk, the CEO of
Tesla, on the company’s stock market prices. This research aims
to predict daily stock prices by leveraging sentiments expressed
on the social media platform Twitter. To achieve this, tweets
linked to Tesla and Elon Musk were systematically gathered from
Twitter, while historical stock price data were sourced from the
yFinance platform, as shown in Figure 1.

Twitter is one of the world’s leading microblogging platforms,
gaining global appeal for its ability to provide users with an
environment to genuinely express their feelings, ideas, and
address pertinent concerns [41]. In the context of this research,
Twitter data were directly retrieved through a Python library
known as Snscrape, which permits unhindered access to Twitter’s
application programming interface (API). Specifically, the data
extraction encompassed critical attributes, including the number of
likes, retweets, and tweet dates, in conjunction with the tweet
content. The tweets containing the “#Tesla” hashtag were
extracted within the time frame spanning from December 30,
2021, to November 2, 2022. Concurrently, tweets posted by Elon
Musk were collected from December 30, 2020, to November 2,
2022. This data collection process yielded a total of 465,721
tweets associated with the “Tesla” hashtag and 6,251 tweets
sourced from Elon Musk’s Twitter profile.

The historical stock price data were retrieved using yFinance, an
open-source tool that facilitates access to market data through
Yahoo’s publicly accessible API, as shown in Figure 2. The
attributes closing price and the moving averages for 7, 20, and 50
days were retrieved for the dates from February 7, 2020, to
November 7, 2022.

Figure 1
A framework for data collection

Journal of Comprehensive Business Administration Research Vol. 00 Iss. 00 2024

03



3.2. Data preprocessing

Twitter data contains user-generated tweets that include
unreadable emojis, unknown words, and characters. To perform
sentiment analysis on the data, it is vital that the data are cleaned,
and all irregularities are eliminated so that the original context and
sentiments are captured [42]. Cleaning up the data and reducing
noise in the dataset will help increase the performance of the
sentiment analyzer and speed up the overall process [43]. In this
study, data preprocessing was conducted to enhance the tweet
dataset’s quality for sentiment analysis. “@username” mentions,
URLs, and special characters were removed from the tweets to
ensure data cleanliness and model suitability. Additionally, spam
tweets were identified and removed using a spam-check function,
and duplicate tweets were managed by retaining the most engaged
one. “Stop words” were also eliminated to improve sentiment
analysis accuracy. Furthermore, it was observed that the dataset
contained tweets in various languages, potentially complicating
the use of the VADER sentiment analysis tool, primarily designed
for English text. LangId, a language identification tool, was
employed to filter out any non-English tweets to reduce linguistic
inaccuracies.

3.3. Sentiment analyzer

The Natural Language Toolkit (NLTK), an open-source Python
module, was used for sentiment analysis of the Twitter dataset.
Developed for research in NLP, AI, cognitive science, and
machine learning [44], NLTK encompasses various text
processing capabilities, including sentiment analysis, which we
utilized to evaluate the Twitter dataset. Within NLTK, a crucial
component is the VADER tool. VADER relies on a lexicon
containing over 7,500 words, each linked to sentiment scores, and
extends its analysis to encompass Western-style emoticons, slang
terms (e.g., “nah” and “yah”), and acronyms (e.g., “lol” and
“rof”). Notably, VADER employs a Wisdom of the Crowd
approach, gathering sentiment ratings from a group of individuals
through Amazon’s Mechanical Turk, a widely used
crowdsourcing platform. This method enhances the tool’s
accuracy and reliability in assessing social media content, as
demonstrated in previous studies [45, 46]. VADER takes into
account various elements that can significantly impact sentiment

in social media data, including emoticons, capitalization, slang
usage, and text formatting. The VADER tool within the NLTK
package was used in this research; it categorizes tweets as
positive, negative, neutral, or compound, providing an overall
sentiment score. The sentiment scores are based on an intensity
scale ranging from −4 (severe negativity) to +4 (extreme
positive). This comprehensive approach allowed for a deeper
understanding of sentiment patterns within the Twitter dataset and
their potential implications for the research objectives. Table 1
shows sentiment scores for sample words using VADER.

The sentiment of thewhole tweet can be calculated by adding up
the valence score of each word in the tweet. VADER sums up the
entire scores of features within the tweet and normalizes the final
score to (−1, 1) using the normalizing function. The alpha is set
to 15 to get the maximum expected value of x.

The standard threshold to classify a tweet as positive, negative,
and neutral based on the compound score is as follows:

• Positive sentiment: compound score≥ 0.05
• Neutral sentiment: compound score > −0.05 and< 0.05
• Negative sentiment: compound score ≤ −0.05

Two primary datasets were extracted: Twitter data and historical stock
price data. The dataset consisted of the date, tweets, favorite count,
retweet count, adjusted close values, and moving average features.
To predict stock market prices based on the tweets’ sentiments, this
research employed six distinct machine learning algorithms. These
algorithms were tested on two different sets of data. The final
dataset was divided into two components before applying the
machine learning models: a training set with 90% of the data and a
testing set with 10% of the data. It is important to note that the

Figure 2
Historical stock data

Table 1
Examples of the valence score from VADER

Words Valence score Words

Good 0.9 Good
Okay 1.9 Okay
Great 3.1 Great
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quality of the training and testing methods has a significant impact on
the effectiveness of machine learning models [47]. A 50–50 split of
training and testing data is used when dealing with closely related
datasets. If the model fails to satisfy expectations, increasing the
percentage of training data becomes vital because having< 50%
training data may have an adverse effect on the model’s testing
outcomes [47]. Furthermore, data scaling was undertaken to
transform the dataset into a Gaussian (normal) distribution, thereby
optimizing the performance of the machine learning models. Scikit
Learn’s MinMaxScaler was employed to scale the final dataset,
normalizing the data within the range of 0 to 1. A diverse set of six
machine learning algorithms was utilized to predict stock prices
based on Twitter sentiments. These algorithms encompass LR, DT,
RF, XG Boost, SVR, and Facebook Prophet (FBS), providing a
comprehensive approach to the prediction task.

4. Results

Two distinct Twitter datasets were examined. The original
tranche of data, known as the “#Tesla Twitter raw dataset,” had a
sizable 465,721 tweets. It was reduced to a more manageable
9,402 tweets, though, following thorough data processing. Similar
data-cleaning techniques were used for Elon Musk’s Twitter
dataset, which was reduced from an initial 6,251 tweets to 4,663
pertinent tweets. The VADER sentiment analysis tool was then
used to perform sentiment analysis on these datasets. The
VADER sentiment analysis tool generated valence scores for
particular words within the tweets, indicating their level of
positivity or negativity. These word-level ratings were combined
and normalized to provide a composite sentiment score or
compound score. Consider the following example tweet:
“awesome tsla tesla,” which received a compound score of
0.6249, a positive score of 0.672, a neutral score of 0.328, and a
negative score of 0.0. The tool gives a neutral score when a word
is not found in the VADER dictionary. The proportion of text that
falls into each category of sentiment is represented by the
positive, neutral, and negative scores, which add up to 1. The
VADER sentiment analyzer tool was rigorously evaluated using
diverse sentence variations, emoticons, and slang to assess its
performance across different emotional contexts. The results
showed promising outcomes, with sentences featuring exclamation
marks and capitalized words attaining higher positive scores,
while slang words like “sux” generated elevated negative scores.
Table 2 shows the different variations to which the sentiment
analyzer tool was applied.

4.1. The stock prediction results

The sentiments generated from tweets, along with historical
closing prices, were employed to train and evaluate machine
learning models. In the study, six distinct machine algorithms
were used: LR, DT, RF Regressor, XG Boost, SVR, and FBS.
The outcomes were evaluated to determine which machine
algorithm produced the best results. Using these machine learning
models, four distinct experiments were conducted in this research.
The algorithms were first applied to two different Twitter datasets
(#Tesla and Elon Musk’s tweets) containing tweet sentiment and
stock prices (adjusted closing price) to predict closing prices for
seven days. Later, to improve accuracy, the moving average and
adjusted closing prices were included.

The results, as shown in Figure 3, indicate that all the algorithms
tested performed satisfactorily, with RF, SVR, and XG Boost
outperforming the other three. On the contrary, the results
displayed in Figures 4 and 5 indicate uncertainty about the
model’s effectiveness due to its deviation from expected
outcomes. However, in this experiment, Prophet outperformed the
other models, achieving better outcomes. Notably, the models
made predictions considerably higher than the actual prices when
the moving averages were not considered. Figure 6 shows that all
algorithms work consistently and rather well, with XG Boost, RF,
and SVR appearing as the top-performing approaches among the
six algorithms tested. The use of moving averages, notably those
covering 7, 20, and 50 days, is shown to significantly enhance
prediction accuracy when compared to models without such
moving averages.

5. Discussion

This study used two Twitter datasets: one sourced from Elon
Musk’s Twitter profile, which included his tweets and responses,
and the other from tweets featuring the #Tesla hashtag. Tesla’s
CEO, Elon Musk, has a significant and prominent presence on
social media, particularly Twitter. The changing social media
landscape has given rise to “social media influencers,” persons
who shape user views, emotions, and actions through digital
interactions [48]. This study focuses exclusively on Elon Musk’s
tweets, acknowledging his significant influence in promoting
Tesla through Twitter conversations.

Furthermore, Elon Musk’s tweets have had a significant impact
on financial markets and individual investors’ reactions and
decisions. Musk’s tweet acknowledging the encrypted messaging

Table 2
Sentiment scores for sample sentences and emotions

Sentences Negative Neutral Positive Compound

1 The car is super cool 0.000 0.326 0.674 0.735
2 0.000 0.522 0.478 0.671
3 0.706 0.294 0.000 −0.340
4 The car is super cool!!! 0.000 0.298 0.702 0.795
5 The car is super cool! 0.000 0.316 0.684 0.757
6 The car is super COOL! 0.000 0.293 0.707 0.803
7 Tesla is extremely good 0.000 0.556 0.492 0.493
8 Tesla is moderately good 0.000 0.580 0.420 0.440
9 Tesla is good 0.000 0.508 0.444 0.440
10 Car is extremely good, but their service is horrible 0.343 0.506 0.151 −0.565
11 Today SUX! 0.779 0.221 0.000 −0.546
12 Today only kinda sux! But I’ll get by lol 0.127 0.556 0.317 0.525

Journal of Comprehensive Business Administration Research Vol. 00 Iss. 00 2024

05



Figure 3
The outcomes of the #tesla tweets dataset with moving averages for 7, 20, and 50 days

Figure 4
The outcomes of #tesla tweets dataset without moving averages

Figure 5
The outcomes of Elon Musk’s tweets dataset without moving averages for 7, 20 and 50 days

Figure 6
The outcomes of Elon Musk’s tweets dataset without moving averages
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service Signal exhibits this, as it significantly increased investor
interest in Signal Advance shares. This rise in demand caused
Signal Advance’s market value to soar from $55 million to more
than $3 billion [49]. This noteworthy incident demonstrates the
impact of Elon Musk’s tweets on financial markets and individual
investors’ choices [50].

Musk’s Twitter activity generated a dataset with a variety of
attitudes, including neutral, positive, and negative emotions as
depicted in Figure 7; it comprised a total of 453 positive, 107
neutral, and 59 negative tweets. In contrast, the dataset associated
with tweets containing the #Tesla hashtag, as seen in Figure 8,
demonstrated a count of 270 positive, 32 neutral, and 6 negative
tweets. The variation in sentiment distribution can be traced to the
aggregate of tweets for each date, an essential requirement for the
functioning of the stock prediction model. Consequently, the
aggregated sentiment scores for most dates in the Tesla dataset
resulted in a predominance of positive tweets and comparatively
lower count of negative tweets. Notably, when words in tweets do
not match words in the VADER dictionary, neutral values are
automatically assigned, potentially leading to inaccuracies in
sentiment scores and contributing to an elevation in positive
tweets within the dataset. It is important to acknowledge
VADER’s limitations, as identified through performance
evaluation, particularly when dealing with complex tweets and
words that are not in its vocabulary, which results in incorrect
sentiment scores. However, despite these challenges, VADER
produced satisfactory results for the majority of tweets, aligning

with the outcomes of previous researchers who have applied this
tool to analyze social media data [45,46].

5.1. Stock prediction analysis

The historical stock data (adjusted close price) was retrieved
using the yFinance tool from Yahoo Finance. The adjusted close
is the closing price of the stock after adjusting for any corporate
action events such as dividends and stock splits. Figure 9 shows
the adjusted closing of Tesla from October 1, 2020, to November
1, 2022. The prices have risen steadily from 2020 to 2022, and
from January 1, 2022, a steady drop in the prices has been seen.
The peak was during the pandemic when the Tesla shares reached
the highest ever. In this study, data from July 1, 2022, to
November 1, 2022, are considered.

As shown in Figure 9, a significant decline in prices is observed
from September 1, 2022, to October 15, 2022. This decline can be
attributed to investors divesting their shares following Tesla’s
announcement of a $5 billion stock offering and a substantial
shareholder liquidating their holdings [51]. This underscores the
impact of investor reactions to information on the stock market. In
situations where a greater number of investors opt to sell stocks
compared to those buying, it results in a notable decline in stock
prices.

Figure 10 shows the daily returns of Tesla between October 1,
2020, and November 1, 2022, indicating a notable fluctuation in
daily returns. The fluctuation is consistent with the movements
observed in the daily adjusted stock prices. Following the
generation of sentiment scores, a comparative analysis with stock
prices was performed to determine whether the two variables had
a visible positive or negative correlation. A correlation coefficient
was calculated between the two variables. The correlation
coefficient measures the relationship between two variables by
comparing the degree of change in one variable to the degree of
change in the other variable, either in the same direction (positive
correlation) or in the opposite direction (negative correlation).
Furthermore, correlation can be used to determine the strength of
the relationship [52]. #Tesla tweets have a correlation of 8.6%,
and Elon Musk’s tweets have a correlation of −11.35%, which
suggests that #tesla datasets are positively correlated, and Musk’s

Figure 7
The distribution of Elon Musk’s tweets between positive,

negative, and neural sentiment score

Figure 8
The distribution of #tesla tweets between positive, negative, and

neural sentiment scores

Figure 9
The adjusted closing price from January 10, 2020, to

January 11, 2022
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tweets data are negatively correlated. The correlation coefficient
results suggest that the adjusted closing price and the sentiment
score have a weak linear relationship. Figures 11 and 12 show the
movement of the compound (overall sentiment score) and the
adjusted closing price for the #tesla dataset during the period. It
suggests that the adjusted closing prices steadily increase and
steadily fall; however, the sentiment scores fluctuate heavily.
Deveikyte et al. [33] analysis coincides with Musk’s Twitter
dataset in this study, highlighting a significant negative correlation
between positive tweets and the subsequent day’s market
volatility. The leverage effect can be observed that during periods
of declining stock prices, the impact on the volatility of stock
prices is more pronounced than during periods of rising prices [53].

#Tesla tweets dataset is 22.01% positively correlated with the
moving averages calculated for 7 days and 14.74% positively
correlated with moving averages calculated for 20 days. Elon
Musk’s tweets are −12.18% negatively correlated with moving
averages calculated for 7 days and −13.79% negatively correlated

Figure 10
The daily returns of Tesla from January 10, 2020, to

January 11, 2022

Figure 12
The movement of adjusted closing price of Tesla and the compound score between the period January 1, 2020, and

January 11, 2022 (Elon Musk’s tweets)

Figure 11
The movement of adjusted closing price of Tesla and the compound score between the period January 07, 2022, and

January 11, 2022 (Tesla tweets)
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with moving averages calculated for 20 days. The correlation
coefficient reduces with the increase in the number of days.

The study employed various machine learning algorithms to
predict stock prices using sentiment analysis derived from Twitter
data. Additionally, moving averages were integrated to enhance
the accuracy of price predictions. The six algorithms used in this
research included LR, DT, RF Regressor, SVR, XG Boost, and FBS.

Model evaluation was conducted using three key metrics: mean
absolute error (MAE), mean squared error (MSE), and root mean
squared error (RMSE). In the case of the #Tesla Twitter dataset,
RF exhibited the lowest MAE, achieving a score of 2.137,
followed by SVR with an MAE of 3.493. Interestingly, Prophet
yielded the highest MAE score at 23.358. Conversely, in Elon
Musk’s Twitter dataset, XG Boost attained the highest MAE score
of 2.223, while Prophet achieved the lowest score at 17.174.
Without the incorporation of moving averages in both datasets,
Prophet consistently obtained the highest MAE scores, suggesting
a greater deviation of its predictions from actual values. Asgarov
[54] research employed the MAE metric to evaluate the
performance of the machine learning model. Similar datasets were
used to predict the stock market, and the obtained MAE values
were 9.93 and 2.47. These results indicate a consistent
performance, demonstrating the model’s capability to make
reasonable predictions.

MSE, as a measure of the squared distance between actual and
predicted values, was also employed for evaluation. RF and XG
Boost emerged with the lowest MSE scores for both the #Tesla
and Elon Musk’s datasets, indicating that data points in these
datasets were closely distributed around the mean. Additionally,
these models displayed fewer errors and exhibited less skewed
predictions compared to other algorithms. Prophet consistently
outperformed other models in terms of MSE for datasets without
moving averages. Interestingly, SVR, which performed well in
MAE, was outperformed by LR in the MSE score, implying the
possible presence of a significant error in SVR predictions.
Furthermore, RF and XG Boost achieved the lowest RMSE in
datasets with moving averages, suggesting that RF and XG Boost
best fit the model and achieved the highest accuracy. Conversely,
Prophet demonstrated better performance than other algorithms in
datasets without moving averages; however, its predictions
consistently exceeded actual prices.

The study’s findings revealed that classification models,
particularly RF, SVR, XG Boost, and LR, effectively predicted
the direction of stock price movements, albeit with variances
compared to actual results. Notably, LR closely competed with
RF, SVR, and XG Boost in terms of predictive performance.
While previous research favored SVR as an optimal choice for
stock price prediction [55], this study suggests that RF
outperformed SVR, potentially influenced by dataset
characteristics. Given the highly volatile nature of Tesla’s stock
prices, which experienced fluctuations from $362 on December
29, 2021, to $204 on October 15, 2022, before rebounding to
$227 on November 1, 2022, the algorithms’ performance may
have been impacted by these market dynamics.

6. Conclusion

In conclusion, this research highlights the potential value of
integrating social media data as a feature in machine learning
models for stock market prediction. However, a critical
consideration arises regarding the reliability of the data, with a
substantial portion of tweets identified as spam, unrelated, or
unusable. The geographical origin of tweets further complicates

the data’s validity, as tweets from irrelevant locations may not
significantly impact stock market prices. Despite these challenges,
various machine learning models were rigorously tested using four
datasets, revealing that the high volatility of Tesla stock prices
posed a challenge for all models. Among the tested models, XG
Boost and RF Regressor emerged as the most effective,
particularly when the datasets included moving averages. The
incorporation of Elon Musk’s tweets demonstrated an immediate
short-term improvement in the model’s performance, albeit limited
by the influence of other external market factors. Notably,
combining Musk’s tweets with moving averages yielded enhanced
results. The research suggests that further refinements could be
achieved by introducing additional financial metrics such as beta,
price-to-earnings (P/E) ratio, dividend yield, and profit margin
into the predictive model.

While correlation coefficients indicated a positive relationship
between #Tesla tweets and stock prices and a negative correlation
with Elon Musk’s tweets, these correlations were small, ranging
below 15%. The study acknowledges the numerous internal and
external factors influencing stock prices, encompassing financial
indicators, economic conditions, political stability, and
technological advancements. Consequently, social media
sentiments have an impact but cannot be solely depended on for
accurate stock price predictions.

In conclusion, this research highlights the potential of social
media data to serve as an additional indicator in combination with
traditional financial indicators, improving the overall model and
contributing to a more holistic understanding of stock market
dynamics. The RF Regressor and XG Boost models, particularly
when moving averages were included, showed promise for future
investigation. Future research could look into the geographical
dimension of tweets and expand the analysis to include various
companies, improving the resilience and usefulness of predictive
models in the ever-changing landscape of stock market prediction.

While this research contributes valuable insights into the
relationship between social media sentiments and stock market
dynamics, several limitations must be acknowledged. Firstly, the
reliability of social media data, particularly from Twitter, poses a
significant challenge. The prevalence of spam, unrelated content,
and unusable data within the dataset raises concerns about its
accuracy and representation. To address this limitation, future
research should prioritize the use of advanced filtering
mechanisms to enhance the reliability of social media data.

Another notable limitation pertains to the geographical
dimension of tweets. The study identified tweets originating from
different countries, potentially impacting the relevance of the data
to the specific stock market in focus. Strategies should be
developed to incorporate this geographical dimension, ensuring
regional influences in the social media data are considered.

The high volatility of stock prices emerged as a substantial
challenge, affecting the performance of machine learning models.
To overcome this limitation, future research should explore using
additional features to reduce the effect of volatility and enhance
model resilience in the face of rapid price fluctuations.

Furthermore, the study revealed moderate correlation
coefficients between social media sentiments and stock prices.
While positive correlations were observed with #Tesla tweets and
negative correlations with Elon Musk’s tweets, the nature of these
correlations suggests limitations in the predictive power of social
media sentiments alone. The immediate short-term impact of Elon
Musk’s tweets on model performance also emerged as a
limitation. While the inclusion of Musk’s tweets improved results,
it was effective only in the immediate short run. This underscores
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the constraints of social media data in predicting stock price
movements and emphasizes the significance of external factors
beyond sentiment analysis.

Additionally, the study acknowledged the potential for
improvement by incorporating additional financial metrics, such
as beta, P/E ratio, dividend yield, and profit margin. This
limitation highlights the need for a more comprehensive approach
that integrates both social media insights and traditional financial
indicators for a more accurate and holistic approach.
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Appendix

Abbreviations

AI Artificial intelligence
API Application programing interface
BoW Bag-of-words
CSV Comma Separated Values
DJIA Dow Jones Industrial Average
DT Decision Tree
EMH Efficient market hypothesis
FBS Facebook Prophet
FEX Foreign Exchange
GPOMS Google-Profile of Mood States
HTML Hypertext Markup Language
LR Logistic Regression
MA Moving Average
MACD Moving Average Convergence/

Divergence
ML Machine learning
MLP Multilayer perceptron
MSE Mean squared error
NASDAQ National Association of Securities

Dealers Automated Quotations
NB Naïve Bayes
NLP Natural language processing
NLTK Natural Language Toolkit
Regex Regular expressions
RF Random Forest
RMSE Root mean square error
SLP Single layer Perceptron
SVM Support vector machine
SVR Support Vector Regressor
TF Term frequency
TF-IDF TF inverse document frequency
URL Uniform Resource Locator
VADER Valence Aware Dictionary and Sentiment

Reasoner
WL Wavelet algorithms Wavelet algorithms
WotC Wisdom of the Crowd
XG Boost Extreme Gradient Boosting
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