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Abstract: This study investigates artificial intelligence (AI) psychological empowerment in education, examining how AI tools enhance
students’ sense of competence, autonomy, and engagement beyond the effects of material empowerment (e.g., task performance
improvements). Using a quasi-experimental design, we compared Chinese domestic students in China and Chinese international students
in Australia to assess whether AI psychological empowerment is both tangible and more impactful than material empowerment. We
highlight several nuanced ways AI fosters personal growth and self-perception. Our findings reveal that, while AI material empowerment
is beneficial, psychological empowerment has a stronger influence on motivation and self-perception, particularly for international
students compared to local students, despite both groups completing the same English writing task. These results suggest that AI’s
role in education extends beyond traditional material support, offering transformative psychological empowerment that enhances
students’ confidence in academic contexts. This empowerment reasonably translates into greater personal adaptability and, ultimately,
personal growth. The study contributes to the growing literature on AI in education, providing insights for scholars, educators, and
policymakers seeking to leverage AI for holistic student development. Notably, generative AI (GAI) emerges as a critical tool for cultural
and linguistic adaptation, particularly for immigrant students navigating foreign academic systems. Furthermore, the psychological
empowerment effects of GAI appear to be context-dependent, with stronger impacts observed in students facing greater cultural or
linguistic barriers. These findings emphasize AI’s potential to foster personal growth and resilience across diverse learning contexts.
Finally, we recommend that educational policies and practices be tailored to leverage GAI for immigrant populations, paving the way
for more equitable educational opportunities.

Keywords: AI psychological empowerment, learning performance, educational technology, cross-cultural education, student motivation,
student self-perception

1. Introduction

The integration of artificial intelligence (AI) in education has
sparked extensive discussions about its transformative potential,
with research examining its impact on learning efficacy [1], emo-
tional support [1], digital engagement strategies [2], and critical
ethical issues such as trust and mistrust [3, 4], algorithmic bias [5],
and privacy and cybersecurity issues [6]. However, one important
area remains underexplored: AI’s role in fostering students’ psy-
chological empowerment. AI psychological empowerment refers
to the ways AI can enhance students’ sense of competence, self-
determination, meaning, and impact—factors essential for meaning-
ful and engaged learning. This concept, adapted from Spreitzer [7],
uniquely emphasizes the motivational and personal growth aspects
of AI’s impact on individuals [8], beyond the material empower-
ment and enhancement effect, which primarily involves efficiency
gains and task performance improvements facilitated by AI, such
as streamlined workflows and enhanced task accuracy [9], which
current research often focuses on.

*Corresponding author: Yingnan Shi, Business School, University of Western
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Separating psychological empowerment and material empow-
erment in the context of AI-enabled learning for university students
is essential. Previous studies have often grouped these dimen-
sions under the umbrella term of “empowerment,” but the two
operate on distinct levels—psychological empowerment influences
students’ self-perception and engagement, while material empower-
ment affects performance and efficiency.While generative AI (GAI)
tools can enhance both dimensions, these forms of empowerment
are sometimes misaligned. For instance, GAI tools may signifi-
cantly enhance psychological empowerment while only minimally
improving material empowerment.

The mechanisms underlying this misalignment have been par-
tially explored in previous research. For example, GAI tools are
good at providing continuous and instant feedback and support
[10], which, from a psychological perspective, can boost stu-
dents’ confidence and sense of competence, has been observed
across various educational contexts, including in-person, online, and
blended learning environments [2, 11]. However, it remains unclear
whether psychological empowerment can consistently translate
into material empowerment. As Cash and Oppenheimer [12] have
noted, GAI tools lack the depth and structural organization of
human knowledge. While they can simulate expertise by generating
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convincing responses, they are prone to (1) errors in fundamen-
tal tasks due to their reliance on shallow, associative knowledge
structures rather than deep understanding; and (2) inability to adapt
or intuitively address novel or unexpected tasks, which is essen-
tial for material empowerment. This also suggests that while GAI
tools might give users the perception of being supported (psycho-
logical empowerment), they often fail to deliver consistent, tangible
improvements in actual task performance (material empowerment).
Moreover, as identified by Zhang and Xu [13], GAI tools can create
a sense of competence and autonomy in users, but this confidence
often exceeds actual improvements in learning outcomes. For stu-
dents, this misalignment may lead to (1) overconfidence in abilities
(i.e., psychological empowerment creates the illusion of mastery
without corresponding improvements in writing quality or criti-
cal skills) and (2) stagnation of skill development (i.e., students
may perceive progress due to high psychological empowerment, but
their actual learning outcomes remain stagnant. This phenomenon,
often referred to as the illusion of learning, highlights the discrep-
ancy between perceived progress and measurable outcomes). We
argue that, for international students, psychological empowerment
through AI tools can help address language barriers, cultural differ-
ences, and academic anxiety, offering a unique form of support less
relevant to material empowerment. In contrast, domestic students
may rely more heavily on material empowerment for task comple-
tion, as they do not face the same external challenges. Therefore, a
comparative study on these cohorts of students can be a good start-
ing point to address the gaps in understanding AI’s contribution to
the two dimensions of empowerment (i.e., how AI-facilitated psy-
chological empowerment varies across these two student cohorts,
which share similarities yet differ in their educational and cultural
experiences), the primary research objective of this study.

To study this, our study adopts a distinctive approach. Drawing
from the methodology of Li et al. [14], we investigated AI psycho-
logical empowerment among Chinese students in two educational
contexts: Chinese domestic students studying in China and Chinese
international students studying in Australia. Both groups completed
identical English writing tasks (adapted from the Graduate Man-
agement Admission Test (GMAT)) under similar conditions, with
the domestic group completing the task in Chinese (back-translated
for validity) and the international group completing it in English.
This design minimizes cultural confounding variables and focuses
on contextual differences, providing a robust framework for assess-
ing the nuanced impacts of AI psychological empowerment. By
including evaluations of AI empowerment, material empowerment,
and demographic factors, this study captures a comprehensive view
of how AI influences learning outcomes across diverse settings.
We believe this cross-sectional approach that our research adopted
offers not only valuable insights into how AI psychological empow-
erment varies across educational settings but also suggestions for
achieving theoretical alignment between psychological andmaterial
empowerment. This study contributes to the nuanced understanding
of AI’s role in education and offers actionable recommendations for
creating inclusive and effective learning environments: By exam-
ining empowerment dimensions—competence, impact, meaning,
and self-determination—this study specifically explores how Chi-
nese international students in Australia and domestic students in
China uniquely engage with AI in their academic pursuits. Thus,
our research provides clearer insights for educators and policymak-
ers to design AI-supported interventions that balance both forms
of empowerment. Our study provides clearer insights for educa-
tors and policymakers to design AI-supported interventions that
balance both forms of empowerment. That is, we need to lever-
age AI tools to foster long-term personal growth, adaptability, and

resilience, particularly for students facing cultural or linguistic chal-
lenges. Moreover, we also need to develop strategies to avoid
overreliance on AI for task performance, ensuring students con-
tinue to build critical skills independently. Ultimately, this research
aims to enhance understanding of how AI can be implemented to
foster psychological, rather than merely material, empowerment in
diverse educational contexts, promoting greater student engagement
and autonomy.

2. Literature Review

2.1. The dual impact of generative AI on modern
education

A significant body of research has emerged highlighting its
dual impact on academic performance. Numerous studies indicate
a positive association between GAI usage and enhanced learn-
ing outcomes, suggesting that its incorporation into educational
practices can facilitate personalized learning experiences tailored
to individual student needs. However, the findings are not with-
out complexity; methodological limitations in existing research,
such as inadequate power analysis and variability in results, raise
questions about the reliability of these positive effects [15]. Further-
more, the directionality of the relationship between GAI agents’ use
and academic performance remains ambiguous, necessitating fur-
ther experimental studies to establish causality, even though some
researchers claim a positive effect of ChatGPT-like robots on learn-
ing performance based solely on cross-sectional evidence [16–18].
As Crawford et al. [19] noted, AI inadvertently reduces meaningful
human connections, leading to increased feelings of isolation among
students, which could negatively impact student engagement, aca-
demic performance, and overall retention rates. As such, while the
potential of GAI to improve academic performance is evident, a
nuanced study is needed [15].

2.1.1. Strengths
Specifically, on the light side, for instance, one prominent

advantage of GAI in education is its ability to create personalized
learning experiences, enabling a more tailored approach that can
cater to various learning paces and styles. According to Chen and
Lin [20], the application of GAI, when guided by established ethical
principles, can maximize the positive impact of AI tools by pro-
viding an adaptive learning environment that meets diverse student
needs. Additionally, GAI tools can simplify administrative tasks
and assessment processes, allowing educators to allocate more time
to direct teaching efforts, enhancing overall instructional quality.
For instance, Wood and Moss [21] find that, although many GAI
applications in higher education are still in their early stages, learn-
ers generally report increased comfort and receptiveness to using
AI tools in their studies. Tools like ChatGPT can assist students
in improving their writing skills by providing feedback on coher-
ence, grammar, and lexical range, thereby fostering better writing
performance [22, 23]. The interactive nature of GAI can make
learning more engaging and enjoyable for students, as teaching
and learning are prime areas for disruption by this technology [24,
25]. Prior literature also introduces other benefits from the recent
boom of GAI agents, such as its potential to lower barriers for stu-
dents whomay struggle with traditional learningmethods, providing
support for diverse learning styles and needs [26]. Similarly, AI
tools can be scaled to accommodate large numbers of students, pro-
viding consistent support and resources across diverse educational
settings [27].
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2.1.2. Concerns
Conversely, a significant concern surrounding GAI in edu-

cation is the potential for these tools to inadvertently undermine
essential skills, such as creativity and critical thinking. Among the
most prominent and widely discussed issues is academic dishonesty.
The use of GAI tools can lead to increased instances of plagiarism,
as studentsmay submit AI-generated content as their ownwork [28].
However, cheating is merely a surface-level problem; the deeper
issue lies in the quality of learning. As Liang [29] notes, while
AI-assisted tools offer valuable learning support, excessive reliance
on them may suppress students’ creative abilities and weaken
their problem-solving skills. This presents a complex challenge
for educators, who must strike a balance between leveraging AI’s
advantages and preserving core academic skills through traditional
teaching methods. Similarly, Yilmaz and Yilmaz [30] argue that
overreliance on AI for tasks such as writing and problem-solving
may hinder the development of critical thinking and self-reliance,
as students may default to AI assistance rather than cultivating their
own abilities. Additionally, the widespread use of GAI complicates
the assessment of students’ authentic contributions. AI-generated
content complicates the assessment of students’ original contribu-
tions, as it can be difficult to distinguish between authentic student
work and AI-assisted outputs [31]. This can fundamentally alter the
traditional roles of educators, as one of the cornerstones of education
is the ability of teachers to observe students’ genuine progress over
time and evaluate howwell they meet learning objectives. With AI’s
growing involvement, this goal becomes harder to achieve, which
can have corresponding negative effects on students’ learning out-
comes [22]. In this context, Yilmaz and Yilmaz [30]’s concern over
students developing a long-term dependency on AI tools, which
could impair their ability to think independently and solve problems
without external assistance, is becoming more vital than ever. In
fact, this concern might not even require waiting for the long-term
effects to manifest. As Wang [32] critically observed, “Reading a
paper written by ChatGPT is like eating junk food—it’s smooth but
lacks nourishment,” underscoring the superficiality often associated
with AI-produced content. In this regard, it appears that, while GAI
is celebrated for its productivity benefits, critics argue that it often
lacks the depth, originality, and contextual sensitivity crucial for
real-world application, particularly in complex professional tasks.
Although AI can generate well-structured content, it frequently falls
short in cultivating nuanced understanding—an essential factor for
meaningful learning and effective workplace integration. This limi-
tation is especially relevant in supporting the diverse psychological
and cultural needs of students from marginalized backgrounds, who
may require more than just efficient task completion to feel included
and empowered within their educational journeys.

Therefore, it is crucial to understand GAI not merely as a
productivity tool but as a means to contribute to the holistic devel-
opment of learners. This includes fostering essential skills such as
critical thinking, creativity, and adaptability, which prepare students
for complex, real-world challenges.

2.2. From material empowerment to psychological
empowerment

The integration of GAI in education introduces a nuanced
blend of material empowerment—where AI tools actively enhance
tangible learning outcomes—and psychological empowerment,
which enriches students’ perceptions of their own efficacy, self-
determination, and anticipated impact on learning objectives. Wood
and Moss [21], along with Ouyang and Jiao [33], propose that
the empowerment brought by GAI is a fusion of material and

psychological dimensions. This empowerment exists as a hybrid of
two modes: AI-directed learning (where AI takes the lead, with stu-
dents passively receiving information from AI-driven systems) and
AI-supported learning (where AI enriches the learning experience,
allowing students to collaborate with AI as a tool that aids their
educational journey). On a foundational level, GAI tools materially
empower students by offering real-time feedback, adaptive learn-
ing paths, and diverse resources, which extend their capabilities in
educational contexts, as Liu et al. [34] suggest.

2.2.1. The dual impact of AI and the two types of empowerment
Particularly, recent studies reveal a dual impact of AI-provided

feedback, a phenomenon Tong et al. [35] call the Janus Face of AI
feedback. On the one hand, AI’s deployment effect—where AI feed-
back demonstrably boosts performance—often exceeds the benefits
of human feedback. On the other hand, the disclosure effect, where
users are made aware that feedback is AI-generated, can provoke
negative reactions, ultimately reducing performance. Despite these
concerns, recent findings from the education sector—particularly
in language instruction—highlight the positive reception of AI’s
deployment effect. For instance, Mahapatra [36] identified a sig-
nificant improvement in students’ academic writing skills, with
many participants expressing overwhelmingly positive perceptions
of ChatGPT’s utility. Similarly, Polakova and Ivenz [37] observed
that ChatGPT had a beneficial effect on students’ writing devel-
opment, with the majority recognizing it as an effective tool for
improvement, which aligns with the findings of Gozali et al.
[38]. However, broader studies from both academia and real-
world settings indicate some challenges. For example, students
tasked with correcting ChatGPT-generated answers performed sig-
nificantly worse—by approximately 28%—compared to those who
answered questions independently [39]. In math practice, students
using ChatGPT scored 17% lower on subsequent tests than those
who practiced without it, despite initially solving 48%more practice
problems correctly [40]. Nevertheless, student usage of AI assis-
tants continues to rise. AlGhamdi [1] observes that AI engagement
often triggers emotional and psychological responses, with posi-
tive emotions, once activated, enhancing students’ confidence and
enthusiasm, which in turn encourages deeper engagement with their
assignments.

These observations point to the focus of this research: beyond
tangible support, GAI fosters psychological empowerment by
encouraging higher-order thinking skills, including critical analy-
sis, creative exploration, and ethical reasoning [15, 41]. This shift
from AI-directed to AI-empowered paradigms represents a transi-
tion from passive reception to collaborative, self-guided interaction
with AI. Wood andMoss [21] emphasize that reflective tasks within
GAI-driven courses empower students to critically assess AI’s role
in their learning, promoting both technical proficiency and ethi-
cal mindfulness. Engaging in AI-supported co-creation in projects
or assignments strengthens students’ sense of agency, transform-
ing them from passive consumers of AI-generated content to active
participants in a cognitively enriching process.

2.2.2. Toward AI empowerment
The development and construction of AI psychological

empowerment trace back to the foundational concept of psycholog-
ical empowerment, first proposed by Spreitzer [7], which describes
an individual’s experienced state within their work role. Psycho-
logical empowerment is a motivational construct that comprises
four key dimensions: meaning, competence, self-determination, and
impact. Together, these dimensions shape an individual’s overall
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sense of empowerment within their role. For instance, mean-
ing refers to the value an individual perceives in their tasks,
competence reflects confidence in one’s ability to performwell, self-
determination captures the autonomy experienced in completing
tasks, and impact involves the sense of influence over outcomes.

Drawing from this theoretical framework, psychological
empowerment has evolved as a concept to capture the unique
enhancements learners experience when engaging with AI tools in
higher education [42]. Besides, the four dimensions of AI empow-
erment align closely with those in psychological empowerment and
yet adapt to the specific requirements of AI-supported learning
environments [43]: For instance, “meaning” in AI empowerment
denotes the perceived relevance and significance of AI-driven
insights to students’ learning tasks, while “competence” reflects
learners’ confidence in leveraging AI tools to solve complex prob-
lems. “Self-determination” refers to the degree of control learners
have over how they integrate AI into their studies, and “impact”
captures the influence AI has on the students’ academic outcomes.

AI empowerment brings distinctive characteristics compared
to traditional psychological empowerment. Through real-time pro-
cessing and data analysis, AI can provide students with advanced
insights and decision-support capabilities, transforming empower-
ment from a solely internal psychological state to one augmented
by external, technology-driven resources [44]. This unique blend
creates a dynamic partnership between the learner and AI, enabling
students to tackle more sophisticated tasks within shorter time-
frames [45]. Unlike traditional psychological empowerment con-
structs that rely on individual cognitive appraisal, AI psychological
empowerment is shaped by continuous, interactive learning between
students and AI systems, allowing for an evolving and multifaceted
empowerment experience.

AI psychological empowerment shares similarities with, yet
differs significantly from, related AI constructs, such as AI col-
laboration, AI transformation, self-AI integration, and basic AI
use/adoption. Each construct focuses on leveraging AI to enhance
individual or organizational capacities but differs in scope and appli-
cation. Unlike AI collaboration, which emphasizes the interactive
nature and task division between humans andAI [46, 47],AI psycho-
logical empowerment centers on students’ intrinsic motivation and
autonomy, highlighting the personal sense of meaning, competence,
self-determination, and impact fostered by AI support. Moreover,
whileAI transformation typicallyaddressesorganizational-level sys-
temic changes driven byAI adoption [48], AI empowerment remains
focused on the individual learner’s experience, underscoring the
personal empowerment felt through AI-assisted learning. Similarly,
self-AI integration pertains to the extent to which learners may view
AI as an extension of themselves, blending AI capabilities with
their identity [49]. This concept differs from AI empowerment, as
it involves learners internalizing AI as part of their self-concept,
potentially forming close, relational bonds with AI systems. In con-
trast, AI empowerment does not entail the integration of AI into the
self; rather, it emphasizes the motivational and autonomy-boosting
effects AI provides to students’ learning processes. Finally, while
basic AI use or adoption considers the initial acceptance of AI tools
[50]1, AI psychological empowerment expands on this, examining
how students derive deeper psychological and motivational benefits

1Nonetheless, as in McElheran et al. [51] and Wong et al. [52], AI use in some
research can be more broadly understood as the practical application of AI
technologies within firms. AI use can vary in intensity and scope, from basic,
exploratory use to more advanced and widespread integration across different
aspects of the business.

fromAI use, affecting both their learning outcomes and engagement
in a higher education context.

2.2.3. Cultural nuances in perception
Prior literature has suggested cultural nuances in the perception

of GAI empowerment effects. For instance, Yusuf et al. [26] exam-
ined how Hofstede’s cultural dimensions—such as power distance,
individualism versus collectivism, uncertainty avoidance, and long-
term orientation—influence the perception and adoption of GAI in
higher education. Their study revealed that cultures with high uncer-
tainty avoidance are more likely to view students’ use of GAI as
academic dishonesty. Similarly, nations with a strong long-term ori-
entation also tend to classify the use of GAI by students as cheating.
These findings, together with Yilmaz and Yilmaz’s [30] paper, sug-
gest that cultural attitudes toward technology significantly shape
perceptions of GAI’s empowerment, with some cultures embracing
it more readily than others.

In a different research stream, scholars have emphasized the
need to leverage AI tools to foster long-term personal growth, adapt-
ability, and resilience, particularly for both teachers and students
facing cultural or linguistic challenges [53, 54]. Recent GAI tools
provide immigrant students with opportunities to practice language
skills in safe and controlled environments. These tools offer imme-
diate feedback and are accessible at any time, facilitating continuous
learning and linguistic improvement. Adaptive learning platforms
utilize AI to tailor educational content to individual student needs,
accommodating diverse learning styles and paces. This personal-
ization is crucial for international students who may face unique
academic challenges due to varying educational and cultural back-
grounds [55, 56]. Thus, as Suliman et al. [57] call, GAI can be used
to create authentic and contextualized narratives that appeal to the
experiences of our students to improve linguistic diversity and inclu-
sivity; in this regard, addressing the psychological empowerment
needs (e.g., fostering a sense of competence, autonomy, and belong-
ing among these students) of international students, as Xu et al. [58]
suggest, is paramount, particularly given the cultural and linguistic
challenges they often face in new academic environments.

In summary, AI psychological empowerment uniquely empha-
sizes the motivational and personal growth aspects of AI’s impact
on individuals. Unlike broader AI applications focused on col-
laboration or integration, this concept highlights how AI fosters
intrinsic motivation, autonomy, and positive psychological experi-
ences, offering a distinct lens for understanding howAI can enhance
personal development and learning at an individual level.

3. Research Methodology

3.1. Sample

In total, we collected data from 171 students (122 domestic
and 49 international). Note that the domestic group contains stu-
dents from a Chinese public university’s summer schools and the
international group contains counterparts who are already interna-
tional Chinese students whose base is also in Australia (details are in
Table 1).

An independent samples t-test examined demographic dif-
ferences between international and domestic students across age
(t(166) = −0.96, p = 0.34), gender (t(170) = 0.40, p = 0.69), and edu-
cation background (t(128) = 0.67, p = 0.51), indicating no significant
demographic differences between the domestic and international
groups in this study.
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Table 1
Sample summary

Category Subclass Count
International 122Student Cohort
Domestic 49
18–24 years 82
25–30 years 48

Age Range

Others/not disclosed 41
Female 77
Male 93

Gender Distribution

Other/not disclosed 1
Bachelor’s degree 91
Master’s degree 37

Education Background

Other/not disclosed 43

3.2. Procedure

The study comprised the following six sections:

1) Initial Task: Students were asked to voluntarily complete
an additional question-answering (Q-A) style question online
outside their regular coursework. A flat reimbursement was pro-
vided according to standard rates in their respective countries.
To ensure standardization, the question was adapted from the
GMAT writing section to prevent additional intrinsic motiva-
tion. During the online survey, students were encouraged to use
their preferred AI assistant to help with their writing. They were
informed that their responses would be scored, although these
scores would not impact their course grades.Most students chose
ChatGPT, which was accessible to them, and all participants
acknowledged this information by signing an information sheet
and consent form.

2) Introduction to Environment: Participants were introduced to the
online Q-A environment, and a sample Q-A pair was provided
to familiarize them with the format.

3) Familiarization Exercises: Participants completed exercises
designed to help them become comfortable with the experimen-
tal setup.

4) Formal Tests: Participants proceededwith themain experimental
tasks.

5) AI Psychological Empowerment, Material Empowerment (Effi-
ciency Improvements), and Demographic Questions: Par-
ticipants completed a questionnaire covering AI empower-
ment, material empowerment (efficiency improvements), and
demographic details.

6) Follow-Up Session: In the following week, participants were
invited to a second round of activities (see “After the Formal
Study” section for details).

3.2.1. During the formal study
We asked the participants to answer the Q-A pair in an inter-

active environment developed using Qualtrics, and the participants
were asked to use their most familiar devices. The question was pre-
sented in two versions: Chinese for the domestic group and English
(the original form) for the international group. The question was
the same one, and the back translation process was ensured by
utilizing the methods proposed by Douglas and Craig [59], which
used a “Direct and Back Approach” to ensure translation valid-
ity, which is generally a well-received translation method in social
sciences [60].

After that, AI psychological empowerment and material
empowerment questions were asked. In particular, the AI empower-
ment scale was referenced to Shi and Ma [8] as well as Shi [43], and
the material empowerment scale was referenced to Koopmans et al.
[61]. These items were measured using seven items on a 7-point
Likert scale, as prescribed in the original literature.

Then, all the participants received a block of demographic
questions. The demographic questions were referenced to previous
work in Information Systems (IS) artifact design field. For instance,
Adomavicius et al. [62] include demographic variables, such as age,
gender, and education level (note that in this research, education
level roughly equals the students’ current education level). All par-
ticipants could drop out of the study at any time, which we reiterated
in the information sheet as they began the study. In addition, we did
not allow participants to go back to a previous session to edit the
writings that they had previously submitted to answer the questions.

3.2.2. After the formal study
In this study, a teacher and two tutors (i.e., supervisors) were

tasked with evaluating the quality of the responses provided by par-
ticipants. Additionally, in the week following their participation,
each participant was asked to assess both their own response and
that of a peer without knowing their rating from the supervisors.
All evaluators were instructed to base their judgments on four key
criteria:

1) Accuracy: This refers to the extent to which a response is credi-
ble, contains valid and reliable factual information and credible
sources for references, and directly addresses the question at
hand [63]. It also pertains to the question [63] and is as complete
and objective as possible [64].

2) Helpfulness: A response should have value in use and be
perceived as helpful and being polite [64].

3) Richness and informativeness: A response should provide many
details and should be presented in a diversified manner and
reflect diverse perspectives [65].

4) Readability and Presentation: A response should be understand-
able and clear, and the logic of the response should be coherent
and easy to follow [66].

The range of the writing scores was from 0 to 5.

3.3. Evaluations

The correlation table, including mean and standard deviation
values, is presented in Table 2. During the calculation of task dura-
tion, 24 cases were excluded using the interquartile range (IQR)
method, defining outliers as values below 1.5 times the IQR below
the first quartile or above 1.5 times the IQR above the third quartile.
These high values likely resulted from participants forgetting to log
out of the online study session after enrolling and completing the
study.

To assess internal consistency, Cronbach’s alpha was calcu-
lated for both theAI empowerment and task performance constructs.
The AI empowerment factor demonstrated excellent reliability (𝛼 =
0.96), while task performance showed good reliability (𝛼 = 0.84),
indicating both constructs were measured reliably [67].

Mean scores for supervisor-rating, peer-rating, and self-rating,
as well as participants’ self-reported levels of AI psycholog-
ical empowerment and material empowerment (i.e., task per-
formance), were compared between international and domestic
groups (see Table 3 and Figure 1). A notable discrepancy was
observed in writing scores: although supervisor ratings showed no
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Table 2
Mean, standard deviation (SD),and correlation for the core variables

Factor Mean SD Task duration Age Gender
Level of
education

Supervisor-
rating

Peer-
rating

Self-
rating

AI empow-
erment

Task duration 656.16 338.52
Age 2.18 0.77 0.08
Gender 1.55 0.50 0.12 –0.14

Level of education 2.29 0.46 0.05 0.14 –0.04
Supervisor-rating 3.86 0.89 0.07 0.01 –0.01 –0.01

Writing score
Peer-rating 3.20 1.03 0.01 –0.12 –0.02 –0.02 0.16
self-rating 4.36 0.96 –0.03 0.06 0.00 –0.08 0.56 0.23

AI empowerment 4.21 1.20 0.03 0.00 –0.01 –0.03 0.38 0.24 0.29
Task performance 5.77 1.22 0.00 0.06 –0.08 –0.07 0.26 –0.02 0.25 0.59

Table 3
ANOVA table for core measurements

International Domestic
Measure M SD M SD F P-value
Supervisor-rating 3.67 0.95 3.93 0.86 3.13 0.078
Peer-rating 3.53 1.02 3.07 1.01 7.36 0.007
Self-rating 3.71 1.22 4.61 0.69 37.17 <0.001
AI empowerment 4.9 1.49 3.93 0.94 25.84 <0.001
Task performance 5.73 1.1 5.78 1.27 0.04 0.832

significant differences between groups, international students con-
sistently rated their own writing performance higher than domestic
students, suggesting a divergence between self-perceived and exter-
nally assessed performance across groups. Overall, participants
reported high levels of material empowerment (i.e., task perfor-
mance) when collaborating with the AI robot. International students
tended to rate this type of empowerment slightly higher than their
domestic counterparts in China, although the difference was not sta-
tistically significant. By contrast, Chinese international students in
Australia reported a greater sense of psychological empowerment in
their interactions with the AI robot compared to domestic students,
indicating potentially significant variations in perceived impact and
confidence fostered by the AI system in a psychological, rather than
purely material, manner.

3.4. Post hoc analysis

We conducted a multivariate analysis of variance (MANOVA)
to validate the previous findings and minimize the risk of Type
I error. The results generally indicate no significant differences,
except that task duration appears to have a significant effect on
supervisor-rated writing scores (t(142) = 35.92, p = 0.01). This find-
ing is plausible, as longer task durations likely reflect more thorough
curation and editing, which teachers may value in student submis-
sions. Interestingly, peer and self-ratings did not show the same
effect. This discrepancy could be attributed to differences in the
mindsets of grading assignments versus evaluating regular writ-
ing, with supervisors (teachers and tutors) perhaps placing greater
emphasis on the quality of refinement than peers or the students
themselves.

4. Conclusion and Recommendations

The adoption of AI-assisted tools in writing is one of the
most prominent applications within the current surge of large lan-
guage model-enabled AI technologies [36]. Utilizing both a newly
developed scale for measuring AI psychological empowerment [43]
and a validated efficacy scale for material empowerment [61], our
research demonstrates that while material empowerment through
AI exists, it is notably differently impactful compared to psycho-
logical empowerment when learners engage with their preferred AI
assistant for writing. These findings confirm measurable variations
in how the two groups perceive their performance when engaging
with AI tools. Thus, our research demonstrates that while mate-
rial empowerment through AI exists, it is notably less impactful
compared to psychological empowerment when learners engage
with their preferred AI assistant for writing. Specifically, interna-
tional students reported significantly higher levels of psychological
empowerment compared to domestic students, reflecting the unique
value AI tools offer in helping these students navigate linguistic and
cultural barriers. This difference underscores that the psychologi-
cal support that AI provides is distinct from the tangible outputs of
material empowerment.

Themeanscores formaterial empowermentwere relativelysim-
ilar across the twogroups—international anddomestic students. This
minimal difference suggests that while AI tools provide task effi-
ciencyandaccuracy, thesematerial benefits remain largelyconsistent
regardless of students’ contexts. More importantly, we believe this
finding highlights not only a divergence but also a potential misper-
ception regarding international students. For instance, international
students may derive a sense of inclusion and autonomy from AI
tools, leveraging thesebenefits tomitigate challengesassociatedwith
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Figure 1
Comparison among writing scores, AI psychological empowerment, and material empowerment
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studying in a foreign academic environment. However, the material
empowerment effect is smaller than it appears to be.

This discrepancy may lead to overreliance and blind receptiv-
ity, as Tully et al. [68] and Deng et al. [15] suggested. AI tools
can create a false sense of inclusion and autonomy for people, lead-
ing them to believe they are more empowered than they actually
are. This overestimation of their capabilities may result in increased
reliance on these tools without corresponding improvements in aca-
demic performance or independent learning skills. While AI tools
provide a sense of psychological support and autonomy, their actual
material empowerment effect may be limited, leaving students vul-
nerable to the illusion of empowerment that does not translate into
tangible academic gains.

This divergence may also point to an important shift in
modern education: the rising dependence—and, in some cases,
overreliance—on AI tools in academic settings. This finding aligns
with concerns raised by prior researchers who warn that overcon-
fidence induced by AI can hinder critical skill development and
lead to stagnation in actual learning outcomes [45, 69]. Practically
speaking, this shift underscores the need for educators to balance
the advantages of AI tools with strategies that promote indepen-
dent critical thinking and skill acquisition. While AI can serve as a
valuable companion in learning, its role should complement—not
replace—traditional pedagogical approaches. This entails foster-
ing environments where students can engage meaningfully with
both AI and human feedback, ensuring that psychological empow-
erment translates into real-world competencies. Moreover, these
findings call for a reevaluation of how AI is integrated into edu-
cational systems. As the reliance on AI grows, so too must our
commitment to leveraging its strengths while addressing its limita-
tions. This means designing AI-assisted learning strategies that not
only enhance productivity but also support holistic development,
ensuring that students are equipped to tackle complex challenges in
academic and professional contexts.

Our research also offers insights for both practitioners and
scholars into the unique aspects of AI-driven psychological empow-
erment. Tong et al. [35] have identified the Janus Face of AI
feedback: on the one hand, the deployment effect—where AI
feedback measurably improves performance—often outperforms
traditional human feedback. On the other hand, the disclosure effect,
wherein users become aware that the feedback is AI-generated,
can trigger negative perceptions that ultimately hinder performance.
Furthermore, despite reports of AI leading to suboptimal outcomes
[39, 70], students continue to depend on it, often developing a sense
of overreliance.

We, along with previous research, recognize that language
barriers and cultural differences can hinder international students’
confidence in academic contexts [71]. AI tools, however, can sup-
port these students by enhancing language proficiency, helping
them understand cultural nuances, and facilitating adaptation to aca-
demic norms in countries like Australia. This rationale underlies
the quasi-experimental design of this study, which suggests that
AI-driven psychological empowerment can foster students’ confi-
dence, reduce anxiety, and enable fuller participation in academic
activities. Importantly, AI empowerment has applications beyond
international students, potentially benefiting other populations—
such as immigrant workers facing invisible barriers—and extending
to tasks beyond academic writing. These findings suggest that future
research should carefully consider this “immigration” factor, par-
ticularly as individuals (especially students) who choose to use AI
tools like ChatGPT may systematically differ from those who do
not. Such individuals might be more prone to overreliance on GAI
tools, potentially decreasing their effort and skewing results. This

factor, along with others identified in Deng et al. [15]’s work, is cru-
cial for avoiding biased conclusions about the impact of ChatGPT
and other AI tools.

AI’s provision of instant feedback can work as an effective
educational nudge [2] and is especially beneficial for students who
may feel hesitant to seek assistance in person due to cultural or
language barriers [72]. This real-time feedback offers clarity on
challenging topics and reinforces a sense of control over the learn-
ing process, thus directly enhancing psychological empowerment.
Finding the optimal balance of AI feedback is crucial; as Shi and
Deng [73] suggest, effective feedback must consider multiple fac-
tors in human-computer interaction, such as AI anthropomorphism
and perceived efficacy.

Moreover, older research has underscored that AI can create
a private, judgment-free learning environment [74]. With recent
advancements, AI has become an even more robust, accessible, and
economically viable tool, providing a safe space where students can
build self-confidence and pursue learning without fear of judgment.
This environment helps alleviate psychological stress related to aca-
demic challenges, making AI a supportive companion in learning.
The resulting reduction in feelings of isolation is particularly benefi-
cial for students studying abroad, as it helps them build resilience to
manage stress and adapt to new environments. Future studies should
explore these dynamics further through NeuroIS-based research,
as Knierim and del Puppo [75] outlined, though substantial work
remains in this domain.

One limitation of this study is the potential influence of con-
textual differences between the learning environments in China and
Australia, despite our efforts to minimize them. For instance, the
perception of AI tools and their empowerment effects can vary sig-
nificantly across cultures, influencing how international students
engage with these technologies. Some may view AI as a valuable
resource, while others may be more skeptical, as Yusuf et al. [26]
indicated, due to cultural nuances. Our research also joins this line
of debates and calls for further cross-cultural research in this regard.
Conducting similar studies in non-English-speaking countries, such
as Brazil, France, or Japan, could provide valuable insights into
how linguistic and cultural factors shape AI’s empowerment effects.
Moreover, testing AI tools that are tailored to specific languages
or regions (e.g., Baidu’s ERNIE Bot for Chinese or GPT models
fine-tuned for Spanish or Arabic) could add depth to our current
findings.
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Appendix

Block 1
I have read and understood the Information Sheet you have given me about the research project, and I have had any questions and

concerns about the project addressed to my satisfaction.

(Please fill in the input box below if any questions)

)

I agree to participate in the project. YES  NO 

I agree to be identified in the following way within research outputs:

Full name YES  NO 
Pseudonym YES  NO 
No attribution YES  NO 

Signature:. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Date:. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Did the exercises help you feel comfortable with the experimental setup?

• Agree
• Disagree

Did you complete the formal tasks using your most familiar device?

• Yes
• No

Was the language of the question (Chinese/English) appropriate and clear to you?

• Strongly Disagree
• Disagree
• Neutral
• Agree
• Strongly Agree

Were you able to understand the question and provide an answer effectively?

• Strongly Disagree
• Disagree
• Neutral
• Agree
• Strongly Agree

Did you use an AI assistant to help with your writing during the Q-A task?

• Yes
• No

If yes, which AI assistant did you use?

• ChatGPT
• Other (please specify):

Block 2
Topics: Rent, housing, city, dormitory, students, school administration. Question: Should housing officials reduce the number of available
housing units of dormitories on campus when occupancy rates are low? Question details: I am a senior resident and one of my university
halls. Because occupancy rates for campus housing fell during the last academic year, so did housing revenues. To solve the problem, campus
housing officials should reduce the number of available housing units, thereby increasing the occupancy rates. Also, to keep students from
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choosing to live on-campus, housing officials should encourage students who are now living off-campus back to on-campus (e.g., rent
discount), thereby increasing demand.

The AI empowerment items are listed below (Rating: 7-point Likert scale, ranging from 1 (“Strongly Disagree”) to 7 (“Strongly
Agree”)):

• Meaning1. The knowledge provided by the AI system holds personal significance for me.
• Meaning2. The information delivered by the AI system is crucial for me when I do human–AI collaboration activities at job.
• Meaning3. I find the knowledge shared by the AI system to be highly meaningful for my work.
• Competence1. The AI system’s knowledge enhances my confidence in conducting work.
• Competence2. By using the knowledge from the AI system, I feel more self-assured in my ability.
• Competence3. The knowledge delivered by the AI system helps me develop essential skills for effectively doing my job.
• Self-Determination1. The AI system empowers me to independently choose how I approach my work.
• Self-Determination2. I have significant autonomy in determining the methodologies and approaches to do my work, thanks to the
AI system.

• Self-Determination3. The AI system provides me with considerable freedom and independence in conducting my work.
• Impact1. The knowledge delivered by the AI system has a substantial impact on understanding the dynamics of my work.
• Impact2. Through AI system, I gain considerable control over analyzing and interpreting data related to my work.
• Impact3. The knowledge provided by the AI system significantly influences the way I perceive and evaluate the impact of my work.

The material empowerment items were listed as below (Rating: 7-point Likert scale, ranging from 1 (“Never”) to 7 (“Always”)):

• POW (Planning and Organizing Work) I was able to perform my work well with minimal time and effort.
• TMWE (Time Management and Working Efficiency) I managed to plan my work so that it was done on time.

Block 3
What is your biological sex?

• Male
• Female
• Other

What is your age?

• (18, 25)
• (25, 30)
• (30,∞)

What is your education background?

• Bachelor’s degree
• Master’s degree
• Other/not disclosed
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