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Abstract: Intelligent network load balancing deals with efficiently distributing incoming network traffic among a collection of servers.
Amobile agent-based load balancing approach leverages intelligent agents to identify underutilized servers within a cluster and dynamically
distribute incoming workloads to optimize resource allocation. Intelligent load balancing is crucial because most available network load
balancing techniques are currently in use such as round robin, weighted round robin, least connection, and weighted least connect, and
many others suffer from delay in response time, computational overhead, increased bandwidth usage, and traffic collision, and lack of
distribution intelligence. An intelligent approach to network load balancing presents an algorithm that brings about equitable distribution
of network traffic loads in cluster networks. Intelligent mobile agents use intelligent information to identify and generate responses on
the availability and status of each server within the cluster and in turn equitably distribute the incoming network traffic to the available
servers intelligently. Data was gathered using interviews, questionnaires, observations, and reviews of related literature. The analysis of
the questionnaires was done using SPSS software. To assess the goodness of fit, a chi-square test was employed at the inferential level,
providing statistical validation of the results. An object-oriented methodology was adopted.We also used the following tools: Java, MySQL,
NVivo, and C#. The result clearly indicates that intelligent network load balancing techniques drastically reduce the response time delay
and computational overhead usually experienced with other network load balancing techniques in use. It also facilitates the utilization of
resources by providing a throughput with minimum response time, sharing the workload equally between the available servers depending
on their status. Network traffic and bandwidth consumption are considerably reduced. The overall effect is that Internet usage is made more
user-friendly both for professionals and nonprofessionals, thereby bringing about a reduction in cost.
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1. Introduction

An open network in recent years has witnessed a tremendous
increase in the number of servers with which it provides services
and fault tolerance. According to Eludiora et al. [1], the services on
the web have significantly increased such that more than six mil-
lion users access the Internet daily. The proliferation of web services
and user requests necessitates web servers that offer high availabil-
ity, scalability, reliability, and efficiency to ensure rapid response
times and high throughput, catering to the ever-increasing demand
[2]. The users’ requests to these servers are also increasing signifi-
cantly every minute. Furthermore, the increasing rate of the World
Wide Web and popular Web servers has led to the wide adoption of
distributed web servers in the form of clusters to service the increas-
ing number of client requests, as single servers can no longer handle
the workloads again. The effective distribution of these loads among
these servers to avoid congestion and denial of service is of great
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concern. Research by Dhas and Uthariaraj [3] highlights the impor-
tance of distributing incoming client requests among distributed
web servers to enhance network performance. Network load bal-
ancing enhances the availability and scalability of Internet servers’
applications such as Web, File Transfer Protocol (FTP), etc., by
ensuring that workload is distributed among a cluster of backend
servers [4]. This is achieved by moving some loads from the heavily
loaded nodes to the lightly loaded nodes, thereby achieving better
performance. Several hardware and software-based load balancing
techniques are already available worldwide [5]. They include the
Domain Network Server (DNS) scheduler approach of load bal-
ancing, Queuing Network Model, Dynamic Feedback Mechanism,
etc. Load balancers continually monitor client requests and redirect
them accordingly, while also periodically collecting server avail-
ability status to maintain up-to-date information. Servers provide
services to clients and share their current load information with the
load balancing algorithm. However, the communication overhead
between servers and load balancers can hinder even workload dis-
tribution, particularly in open networks. To overcome this, there is
a need for an intelligent agent (mobile agent)-based model, which
will study the availability of the servers and also migrate loads from
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the overloaded nodes to the less loaded nodes to avoid downtime,
thereby making a real-time decision on which node will receive the
migrating load. This model was developed using the Platform for
Load Balancing (PLB) framework and implemented leveraging the
Platform for Mobile Agent Distribution and Execution (PMADE),
along with contemporary programming languages. Markov deci-
sion processes are commonly utilized to represent queuing systems
and facilitate optimal control in both static and dynamic set-
tings [6], where the agent relies on either immediate or delayed
feedback.

2. Literature Review

This research involved an extensive review of various stud-
ies. Cardellini et al. [7] introduced the DNS scheduler approach
to load balancing in multi-server environments. They noted that
overloaded servers and high bandwidth utilization lead to increased
waiting times for Internet access. However, the scheduler’s control
over job scheduling is limited, as once the Universal Resource Loca-
tor (URL) is translated to an IP address, it is cached in the client’s
browser, resulting in skewed server loads [8]. Li and Kameda [9]
proposed a load balancing approach for multi-servers in distributed
environments using job scheduling policies. This method assigns
loads to servers based on partial load information. This results in
high message overhead. The research by Kumar and Singh [10]
was based on giving an overall need and architecture of a com-
mon load balancing system, which turned out to be useful to many
applications (such as PayTM, MakeMyTrip, Amazon, and Flipkart)
consuming different distributed computing over a single platform.
Mobile agents have been researched by many authors like Tripathi
et al. [11]. Cao et al. [12] developed a mobile agent-based load bal-
ancing approach for distributed web servers. This approach involves
frequent message exchanges between agents and servers to detect
and exchange load information, which increases bandwidth uti-
lization. Pao and Chen [13], as well as Yu et al. [14], introduced
a dispatcher-based web server load balancing architecture, where
client requests are assigned to the server with the least load by the
IP address dispatcher. However, this approach leads to high mes-
sage complexity. Jaiswal and Jain [15] proposed a load balancing
approach for multi-servers in distributed environments using job
scheduling policies. This method assigns loads to servers based on
partial load information, resulting in high message overhead.

Mobile agent-based load balancing system in heteroge-
neous server machines cluster comes to concatenate some of the
approaches for better and efficient service delivery [16, 17]. The
system ensures that there will be a central server whose duty is to
initiate load distribution and transfer processes. The mobile agents
will ensure that the server information is made available to the cen-
tral/master server [18]. They are responsible for the load distribution
to servers as well as server-to-server load transfer. Mobile agent-
based load balancing also provides support for dynamic balancing of
load across heterogeneous platforms and can carry all application-
specific code with them, rather than requiring pre-installation of
that code on the destination server. It also supported the disruptive
nature of wireless links and alleviated its associated bandwidth lim-
itations, thereby enhancing efficiency. Nehra et al. [19] presented
a simulation model for partially observable systems that captures
load balancing decisions in parallel buffered systems under limited
information. The model uses a scalable Monte Carlo tree search
algorithm to find a load balancing policy in real time. They were
also able to demonstrate how a partial observability load balancer
can optimize parallel processing in clusters by using real network

data provided by Tahir et al. [20], as well as map incoming jobs to
the parallel servers.

Al-Qerem et al. [21] proposed an adaptive transport protocol
selection mechanism called WiseTrans, which switches transport
protocols for mobile web services online to improve web request
completion times. This innovation aimed to improve upon Quick
UDP Internet Connections (QUIC), a transport protocol developed
as a Transmission Control Protocol (TCP) alternative [22, 23].
WiseTrans leverages machine learning techniques to address tem-
poral and spatial heterogeneity, enabling informed decision-making
and online learning for optimal performance [21, 24]. Furthermore,
WiseTrans could also be integrated with mechanisms that permit the
selection of various variants of TCP [25]. Chen et al. [26] demon-
strated the fact that emerging designs at the client side will affect the
performance of TCP. In another study by Li et al. [27], researchers
investigated the challenges ofmodeling edge-cloud computing envi-
ronments and processing Internet of Things (IoT) transactions. Their
proposed IoTT framework views IoT transactions as collections of
fundamental elements. Simulation experiments evaluated the per-
formance of their schedulingmethod and three transaction execution
algorithms under network disconnection scenarios. The study com-
pared three implementation strategies: Edge Host Strategy, Cloud
Host Strategy, and Hybrid BHS, which execute IoT transactions on
Edge hosts, cloud, and both, respectively.

Li et al. [27] proposed a novel intelligent mobile agent
approach for cloud environments. This Java-based mobile agent
detects underutilized and overloaded data center components, regu-
lating server and switch activities to shut down underutilized com-
ponents. This research addresses energy efficiency, cost-awareness,
and system performance issues.

Various studies have investigated load balancing and resource
optimization techniques. For instance, Charan [28] introduced a
traffic-aware adaptive granularity load balancing design (TLB)
that reduces flow completion time for short flows and improves
throughputs for long flows. TLB dynamically adjusts the rerout-
ing granularity of long flows based on the strength of the load of
short flows. In another study, Hu et al. [29] examined the Join-
Below-Threshold load balancing policy in a heterogeneous system
of resource-sharing servers. The authors proved the convergence
of stationary measures to the fixed point of the mean field model
and derived sufficient conditions for the existence of a unique fixed
point. Horváth et al. [30] formulated task scheduling for heteroge-
neous Hadoop YARN clusters as a constrained energy consumption
optimization problem and proposed a heuristic algorithm based
on load balancing and deadline constraints. The results showed
improved completion time and energy consumption compared to
alternative methods.

The SWARM protocol, introduced in Gao and Huang [31],
continuously monitors workload across distributed machines in
spatial data streaming systems. SWARM adjusts workload dis-
tribution to detect performance bottlenecks and handles multiple
query-execution and data-persistence models. Daghistani et al. [32]
presented Fast, Linearizable, Network-Accelerated Client Reads
(FLAIR), a protocol that leverages programmable switches to accel-
erate read operations without affecting writes. FLAIR identifies
consistent replicas and implements load balancing techniques to dis-
tribute the load. In Kettaneh et al. [33], the authors proposed HLB, a
load-aware Layer-4 load balancer that estimates server occupancies
andprocessingspeedsbasedonnetworkingobservations.HLBoffers
improved load balancing performance and adaptability to dynamic
environments. Yao et al. [34] introduced Reordering-Robust
Load Balancing (RLB), which augments existing load balancing
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algorithms to reduce packet reordering in lossless datacenter net-
works. RLB predicts PFC triggering and makes timely rerouting
decisions.Hu et al. [35] studied load balancing optimizationmethods
for in-memory databases in IoT environments. The results showed
improved performance using the proposed algorithm. Sun et al.
[36] proposed Polygon, a Content Delivery Network (CDN) server
selection system that perceives multiple resource demands based on
the QUIC protocol and anycast routing. Polygon identifies suitable
CDN servers and establishes fast connections. In Zhou et al. [37],
the researchers optimized edge server placement in WMAN envi-
ronments to ensure load balancing and reduce network traffic. The
proposed greedy algorithm showed improved performance com-
pared to existing algorithms. Vali et al. [38] introduced Tarazu, an
end-to-end control plane for optimizing parallel and distributedHPC
I/O systems. Tarazu provides efficient load balancing among stor-
age servers and manages performance degradation due to resource
contention. These studies demonstrate various approaches to load
balancing and resource optimization, highlighting the importance of
efficient resource allocation in different environments (see Table 1).

3. Research Methodology

Our methodology describes data collection using question-
naires, interviews, and literature review. Our experimental setup
consisted of a high-performance server running an Intel Core
i7-12700K processor with 16GB RAM and a 1TB SSD. The
software environment included Ubuntu 22.04 as the operating sys-
tem, Python 3.10 for scripting, and SPSS for statistical analysis,
as well as NVivo, Java, MySQL, and C#. Our system modeling
includes using Unified Modeling Language (UML) diagrams. The
mobile agent system was implemented using the PMADE and PLB
frameworks.

The methods adopted in this research included aspects that
determined theweaknesses of the existing load balancing techniques
in use today. The method is similar to the most recent international
network load balancing techniques. The first step was to carry out
a detailed literature review of the past and recent work on load bal-
ancing. The second step was to identify the specific vulnerabilities
of the existing load balancing techniques through the literature to

Table 1
Recent applications in enhancing load balancing

Reference/problem identified Algorithm/technology used
Achievement made/brief discussion on
result/research parameters

Shortcoming of the research for
open research

Daghistani et al. [32]/Leader
bottleneck for reads limits per-
formance under read-heavy
loads. This results in read per-
formance bottlenecks: higher
latency and lower throughput,
especially underread heavy
workloads.

Programmable switches
(e.g., Barefoot Tofino)
run a P4 pipeline that
tracks client requests
and replicas’ reply state,
etc. In-network packet
inspection and forwarding
logic using programmable
switches.

Implementation with
FlairKV: P4 pipeline on
Tofino, integrated with
Raft KV-store

Throughput: Up to 42% higher
compared to traditional forwarding-
to-leader. Latency: 35%–97% lower,
particularly under skewed and
read-heavy workloads. Scenarios
evaluated: Uniform, read-hot, and
read-local access patterns show
strong gains

Hardware needs, switch state
overhead, protocol specificity,
complex failover scenarios

Yao et al. [34]/Packet reorder-
ing in PFC-driven, lossless
Content Delivery Networks
(CDNs) due to unhandled PFC
events

Reordering-Robust Load
Balancing (RLB), Inte-
gration with Existing
Load Balancing Mecha-
nisms, PFC prediction via
queue-length derivatives,
and upstream notifica-
tion, as well as in-network
recirculation/reroute

Up to 72% improvement in tail flow-
completion time across four load
balancing schemes

Dependency on Programmable
Hardware, Complexity of
Implementation, Scalabil-
ity Concerns, Overhead
of In-Network Recircula-
tion, Tuning complexity,
hardware-specific, scalabil-
ity/performance trade-offs,
lossless-only context

Paul et al. [39]/The need to
improve the operation effect
of the in-memory database
for massive information pro-
cessing of the Internet of
Things.

Biased Random Walk
Search Algorithm, Adap-
tive indexing Techniques,
Database Cracking
Algorithms, Buffered-
Swapping Algorithm,
Rough index algorithms,
consistent Hashing Algo-
rithms, Redis DB, and
Proxy Load Balancer

An adaptive FSST algorithm was
developed. The author combines
the load balancing signal process-
ing algorithm to carry out the load
balancing optimization analysis of
the in-memory database. The results
show that when the number of con-
current users is the same, the time
consumption, throughput, and band-
width of the developed methods
are always higher than the method
proposed in reference [40]

Limited real-world validation,
insufficient performance
metrics, overhead of adap-
tive indexing not discussed,
security and privacy ignored,
no clear trade-off analysis,
as well as lack of details on
hardware requirements

(Continued)
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Table 1
(Continued)

Reference/problem identified Algorithm/technology used
Achievement made/brief discussion on
result/research parameters

Shortcoming of the research for
open research

Sun et al. [36]/Mainstream Con-
tent Delivery Network (CDN)
server selection schemes can
only consider a single resource
type and are unable to choose
the most suitable servers when
faced with diverse resource
types.

Allocation algorithm, Web
content, video streaming,
and replicable databases.
They used Ping to mea-
sure network delay,
IGI/PTR to measure
bandwidth, Google Cloud
Platform, The Mininet
is configured with 64
CPU cores and 187 GB of
memory.

They developed Polygon, a QUIC-
powered CDN server selection
system that is aware of multiple
resource demands rather than a sin-
gle resource type, which is equipped
with customizable transport parame-
ters to enable the seamless handling
of resource requirements in
requests. They monitored 3 resource
types: network delay, bandwidth,
and CPU capability [41].

They were unable to explore
the deployment strategy of
dispatchers. They are also
unable to implement Polygon
over other transport layers

Protocols as well as the need to
test Polygon in a more com-
plicated browsing scenarios,
while considering webpage
structure and browser loading
behavior.

Zhou et al. [37]/Edge Server
Placement (ESP) problem.
The issue of increased latency
within the traditional cloud
computing paradigm is a result
of big data.

Random, Top K, k-means,
genetic algorithms, and
using the Python pro-
gramming language
(Python 3.11), integer lin-
ear programming model,
GAMS software envi-
ronment using Barron’s
Solver.

They developed a novel Recursive
clustering technique, RESP, for
Edge Server Placement in MEC
environments. The RESP operates
based on the media of each cluster,
which is strategically placing edge
servers to achieve workload bal-
ance and minimize network traffic
between them.

The accuracy of load estima-
tion significantly influences
the effectiveness of the RESP
approach. Thus, regular
updates and improvements
in load estimation techniques
are needed. Therefore, it
is essential to improve the
accuracy of load estimation,
optimize threshold selection,
and address heterogeneity in
management servers.

Vali et al. [38]/The issue of
imbalanced I/O load on large
parallel file systems upsets
the performance of high-
performance computing (HPC)
applications of the parallel I/O.

Load balancing techniques They developed Tarazu, an end-to-
end control plane where clients
transparently and adaptively write
to a set of selected I/O servers to
achieve balanced data placement
with improvement of up to 33%
in load balance and 43% in read
performance when compared to the
state-of-the-art.

Their design has a performance
bottleneck issue, as well as
the need to improve the I/O
latency for file creation and
write requests.

Hu et al. [35]/Deployment of
streaming applications is a
challenging problem in dis-
tributed stream computing
systems.

Artificial Bee Colony
Strategy

They developed a performance-
aware deployment framework
for streaming applications in dis-
tributed systems/low latency and
high throughput.

Lack of using real-time data
monitoring, as well as lack of
multiple data streams

be reviewed. The next step was extensive data gathering from three
categories of people involved in the research.

1) The study area: The study area for this research included three
categories of people: Internet service providers (ISPs), Network
Administrators, and Network users.

2) The study population consisted of 50 chosen network admin-
istrators, 100 Internet users, and 20 ISPs across five cities:
Abakaliki, Enugu, Abuja, Lagos, and Uyo. A total of 200 ques-
tionnaires were sent to all the participants by the researchers to
help ascertain their experiences in the use of the current system.

3) Study inclusion: This research focused on different ISPs in
Nigeria. The service providers involved were Yaklick, Galaxy
Backbone, MTN, GLO, Airtel, Etisalat, CompuNet, etc. These
service providers were selected because they are the major
Internet providers in Nigeria. Their network administrators
were also involved in order to gain an in-depth knowledge of
operational issues and challenges in their delivery service to cus-
tomers. Internet users were also included in the study to enable

researchers to get first-hand information about their experiences
from different network providers.

In the study design, the action research design was adopted in
this study. At first, an exploratory approach was used to gain a better
understanding of the problem. This was followed by designing and
implementing intervention strategies, during which relevant obser-
vations were gathered. These interventions and observations were
iterated cyclically until the problem was fully understood. The pro-
tocols start with conceptualizing and particularizing the problem.
It further moved through several interventions and evaluations to
arrive at the targeted solution. The rationale for adopting the action
study design is the fact that action search studies often have direct
and obvious relevance to practice. Action search design focuses on
pragmatic and solution-driven research rather than testing theories
only. Finally, the study design was adopted because it conforms to
the general design principles. For data collection, several methods
were used to collect data in this study. The instruments used were
a questionnaire, interview, observation, and survey. A total of 200
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questionnaires were sent to all the participants by the researchers
to help ascertain their experiences in the use of the current system.
The use of a questionnaire ensures confirmation and completeness
of data and increases confidence in the credibility of our findings.
Extensive reviews of relevant articles and related literature were car-
ried out. Themajor stakeholders in each of the service providers used
as a case study were interviewed. An interview was used to enable
the researchers to have face-to-face interaction with stakeholders so
as to extract their own experiences in network services/performance
over the years. Observations of the happenings in some network
service providers were also adopted by the researchers.

3.1. Data analysis and software development
methods employed

The analysis of the questionnaires was done using SPSS soft-
ware. The hypothesis was tested with the chi-square (X2) test of
goodness of fit at the inferential level. SPSS was used for descrip-
tive statistics and data analysis, while chi-square tests were used to
determine the significance of the results. The chi-square test was
chosen because it is suitable for categorical data and can handle
large sample sizes. The chi-square test was selected to assess the
independence of task distribution patterns among servers, ensuring
that the load balancingmechanism significantly differs from random
assignment. SPSS was used for statistical validation due to its abil-
ity to handle large datasets and provide detailed analytical insights,
including correlation and trend analysis. The interview responses
were analyzed using Computer-Aided Quality Data Analysis Soft-
ware (NVivo), which reshapes and restructures unstructured data.
In modeling the new system, object-oriented methodology with a
Rapid Application Development model of Software Development
Life Cycle phases was adopted. UML, such as Use Case, Activity,
sequence, and class diagrams, was used to develop the major deci-
sion scenarios regarding Internet users. The system was designed
and implemented using the PLB framework, PMADE. Also, C# and
Java were used for the interface design. My Structured Query Lan-
guage (MySQL) was used to implement a database. The system was
evaluated using five (5) server machines with the Microsoft Win-
dows Server 2012 operating system. The research was conducted in
accordance with TETFund’s policy on research ethics, and appropri-
ate measures were taken to protect the participants’ confidentiality
and anonymity.

3.2. Mobile agent design platform architecture

The Platform for Mobile Agent Development and Execution
(PMADE) framework was utilized for designing mobile agents. The
architecture comprises two primary components: the Agent Host
(AH) and the Agent Submitter (AS). The AH executes incoming

requests, while the AS submits requests to the AH on behalf of the
user. The AH is the key component of PMADE architecture and
consists of the manager modules and the Host Driver as shown in
Figure 1.

Figure 1
Architecture of PMADE

3.3. Operational mechanism and implementation
architecture

Mobile agents were structured using the PLB framework,
which comprises three core components: Agents, Load Balancing
Policy, and the Data Bank. The mobile agent utilizes content-based
technology and a knowledge-based engine to assess server process-
ing speed and availability. The implementation was based on the
PMADE framework (Figure 2). The implementation leveraged the
PMADE, as illustrated in Figure 1.

3.4. System design

UML, such as Use Case, Activity, and sequence and class, is
used to develop the major decision scenarios. Figure 3 shows the
use case diagram, while Figure 4 shows the sequence diagram of the
mobile agent load balancing.

The sequence diagram of the mobile agent load balancing
system is as shown in Figure 4.

The research was conducted in accordance with the ethical
standards of the responsible committee on human experimentation.
Ebonyi State University Policy on Research Ethics was followed.
Written consent was sought through the directorate of research,
commercialization, and innovation of Ebonyi State University,
Abakaliki, and was secured. Also, all necessary measures were
taken to protect all participants’ confidentiality and anonymity.

Figure 2
Architecture of PLB

Pdf_Fol io:5 05



FinTech and Sustainable Innovation Vol. 1 2025

Figure 3
The use case diagram of mobile agent load balancing

Figure 4
The sequence diagram of the mobile agent load balancing

4. Results and Discussion

4.1. Results

The problem that necessitated this study was the fact that net-
work load balancing techniques such as round robin and centralized
and other load balancing techniques that are currently being used
are associated with some vulnerability. Some of these weaknesses
include delay in response time, computational overhead, increased
bandwidth usage, denial of service, load scheduling problem, traffic

collision, and lack of distribution intelligence. This research kicked
off by seeking answers to the following questions:

1) How would the introduction of mobile agents into the net-
work load balancing help in addressing the problem of traffic
congestion on the network?

2) How would the introduction of mobile agents help to improve
the overall Internet service delivery to Internet users?

The following results were obtained at the end of the study:
Two hundred (200) questionnaires were shared out of which 198
responses were collected. The responses indicated that 145 of the

Figure 5
Awareness of load balancing techniques in use

Figure 6
Network experiences of network administrators
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respondents were network administrators. Out of this number, 45
of them strongly agreed that they were aware of the network load
balancing techniques their company is using, 86 agreed that they
were aware of the load balancing techniques of their organization,
8 of them were undecided, while 4 disagreed. The chart in Figure 5
illustrates responses.

Most ISPs agree that their company uses mostly round robin
or centralized load balancing technique in handling loads. Figure 6
illustrates their responses.

ISPs and network administrators acknowledge that round robin
and centralized and other techniques being used currently are asso-
ciated with the problem of delay in response time, load scheduling
problems, traffic collision, and lack of distribution intelligence.
Figure 7 illustrates responses received from ISPs:

The introduction ofmobile agents into the network load balanc-
ing helped in addressing the problem of traffic congestion and also
helped to improve the overall Internet service delivery to Internet
users. Figure 8 illustrates these findings.

Tables 2, 3, 4, and 5 show some results of the chi-square test
for choice of load balancing techniques.

4.2. Discussion

The responses from the questionnaires distributed to respon-
dents showed vividly that the majority of the network administrators
are fully aware of the networking load balancing technique that their
organization is using. The implicit techniques would enable them
to detect when high traffic failure or congestion occurs due to the
load balancing technique adopted by the organization. This would
give the administrators a very good opportunity to provide a proven

solution to the problem of traffic congestion.. This outcome was
quite expected because network administrators should be the man-
agers of every issue relating to load balancing in network services.
The next outcome showed that most ISPs use centralized load
balancing techniques in their organizations. This result actually
agrees with the literature reviewed: The outcomewas quite expected
because most literature reviewed showed that major research efforts
in this domain focused on a central approach.

Furthermore, ISPs and network administrators acknowledge
that round robin and centralized and other techniques being used
currently are associated with the problem of delay in response time
load scheduling problem, traffic collision, and lack of distribution
intelligence. This outcome agrees with the motivation for this study.
The outcome reinforces the statement of the problem that guided this
study. The statement of the problem was that network load balanc-
ing techniques such as round robin and centralized and other load
balancing techniques that are currently being used are associated
with the problem of delay in response time, computational over-
head, increased bandwidth usage, denial of service, load scheduling
problems, traffic collision, and lack of distribution intelligence. This
result was actually expected.

The introduction of intelligent agent into the network load
balancing helped in addressing the problem of traffic congestion
and also helped to improve the overall Internet service delivery
to Internet users. The responses from our respondents showed that
82 strongly agreed that there is a need for special network load
balancing techniques and that they are also ready to adopt mobile
agent-based load balancing. Similarly, 79 responses agreed with
the fact that there is a need for a special mechanism for load
balancing, 19 respondents were undecided, and 19 respondents

Figure 7
Causes of delay in delivery service
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Figure 8
Introduction of mobile agent

Table 2
Case processing table for choice of load balancing techniques

Case Processing Summary
Cases

Valid Missing Total

N Percent N Percent N Percent
Traffic Experience* Choice of Load Bal.
Technique by Org. 195 195.0% 5 5.0% 200 100.0%

Table 3
Analysis table for choice of load balancing techniques

Traffic Experience * Choice of Load Bal. Technique by Org. Crosstabulation
Choice of Load Bal. Technique by Org.

Round
Robin

Central-
ized

Don’t
Know

Mobile
Agent Total

Traffic
Experience

Strongly Agree Count
Expected count

6
7.6

12
11.8

3
2.3

1
0.2

22
22.0

Agree Count
Expected count

25
23.3

36
36.0

6
7.1

0
0.7

67
67.0

Undecided Count
Expected count

2
1.7

2
2.7

1
0.5

0
0.1

5
5.0

Disagree Count
Expected count

0
0.3

1
0.5

0
0.1

0
0.0

1
1.0

Total Count
Expected count

33
33.0

51
51.0

10
10.0

1
1.0

95
95.0

disagreed, while only 1 strongly disagreed. The implication of this
result is that the current load balancing techniques being deployed
by most ISPs are no longer very effective. It further showed that

both ISPs and Internet users are yarning for more effective load
balancing techniques. Respondents also indicated their readiness to
adopt any new load balancing techniques that will enhance load
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Table 4
Chi-square test for choice of load balancing techniques

Chi-Square Tests

Value df Asymp. Sig. (2-sided)
Pearson Chi-Square 5.654a 9 0.774
Likelihood Ratio 5.574 9 0.782
N of Valid Cases 195

Note: a11 cells (68.8%) have an expected count of less than 5. The minimum expected count is 0.01.

Table 5
Data analysis for introduction of mobile agent in load balancing

Cause of service Delay* Hybrid Mobile Agent Introduction Cross tabulation
Hybrid Mobile Agent Introduction

Strongly
agree Agree Undecided Disagree Total

Cause of Service
Delay

Strongly Agree Count
Expected count

45
34.7

33
32.8

0
6.2

0
4.3

78
78.0

Agree Count
Expected count

35
34.7

25
32.8

16
6.2

2
4.3

78
78.0

Undecided Count
Expected count

8
10.2

8
9.7

0
1.8

7
1.3

23
23.0

Disagree Count
Expected count

1
8.5

16
8.0

0
1.5

2
1.0

19
19.0

Strongly
Disagree

Count
Expected count

0
0.9

2
0.8

0
0.2

0
0.1

2
2.0

Total Count
Expected count

89
89.0

84
84.0

16
16.0

11
11.0

200
200.0

Figure 9
Comparison between round robin and centralized and mobile agent
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balancing in heterogeneous server networks. The overall outcome
of this result is a strong support for the introduction of intelligent
agents (mobile agent approach) in traffic load balancing techniques
so as to bring aboutmore efficiency and effectiveness in load balanc-
ing techniques. The system developed was evaluated. The system’s
operational efficiency, effectiveness, and suitability were evaluated
by simulating four servers. The system consists of a cluster of four
servers, each with a quad-core processor, 16 GB RAM, and 1 TB
storage.Mobile agents are used to distribute tasks across the servers.
For the hardware specifications, the servers are equipped with Intel
Xeon processors, 16 GB RAM, and 1 TB storage. One server out
of the four servers served as the manager server, while the other
three formed the cluster. The simulation showed that loads were dis-
tributed to the clustered servers by the manager server using load
migration agents. Figure 9 captures the summary of the compar-
ison between round robin and centralized and mobile agent load
balancing techniques.

From Figure 9, it could be seen that in round robin, the amount
of time it takes to process user requests increases with an increase
in load. This was because round robin technique does not necessar-
ily possess inbuilt intelligence that could help in distributing user
requests as they increase. Looking at the diagram, it could be seen
that in centralized techniques, the amount of time it takes in han-
dling user requests even with an increase in no of servers is better
when compared with that of round robin. However, centralized tech-
niques do not give maximum results. Mobile agent techniques give
more efficient and effective results. In mobile agent techniques, the
addition of servers to the system and an increase in user requests
do not in any way slow down the system. The reason is that it
has inbuilt intelligence that helps the servers to distribute incom-
ing loads evenly to the available servers, thereby not letting any
server be overloaded. The performance evaluation of the systemwas
measured by the efficiency in load distribution, and system through-
put was optimal. The expected result was achieved and delivered.
The efficiency in load distribution of each server was measured by
checking the length of job in a queue for each server at different
times. The throughput of the systemwas measured by the total num-
ber of requests processed per second. When the throughput of the
traditional approach to load balancing and mobile agent approaches
were compared, the mobile agent approach was found to be better
than traditional. Further comparison of the network traffic between
mobile agent and traditional approaches clearly shows that mobile
agent approaches generate lower communication delays than the
traditional approaches. This showed that there are efficient traffic
handling and a reduction in bandwidth consumption and response
time in the mobile agent approach.

5. Conclusion

In this research, a mobile agent approach to traffic load bal-
ancing in heterogeneous cluster server networks was developed.
The system developed could be deployed by service providers such
as ISPs. Some of the basic outcomes of this research include: (i)
Design of a knowledge-based repository that calculates and stores
the processing time of each load in the server. (ii) Development of
a mobile agent-based load balancing system with feedback mod-
ule for responses on server status, which uses the responses to
migrate loads from overloaded server to lesser loaded or idle server
where necessary. (iii) Comparison of a performance of the tradi-
tional approaches to traffic load balancing techniques to the mobile
agent load balancing technique developed. In all, the mobile agent
approach to traffic load balancing was seen as an efficient approach,
and it drastically reduced the response time delay and computational

overhead usually experienced with the existing system. Reduction
of bandwidth usage, denial of service and service failure, or packet
loss was also observed. Despite its efficiency, the proposed method
has certain limitations. One limitation of the proposed approach is
its scalability, as it may not perform well in very large-scale sys-
tems. Under extremely high workloads, computational overhead
increases due to agent decision-making complexity. Additionally,
the system may experience latency issues in a distributed cloud
environment where network delays impact agent communication.
Future improvements will focus on optimizing agent decision speed
and incorporating predictive analytics to anticipate load spikes.
Future work will also explore the integration of reinforcement learn-
ing to enhance agent decision-making in dynamic environments.
Additionally, we plan to extend the model for cloud-native architec-
tures using Kubernetes-based containerized deployment. Another
direction involves reducing computational overhead by implement-
ing lightweight agent frameworks optimized for edge computing
scenarios.
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