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Abstract: The advancement of digital twin (DT), machine learning (ML), and deep learning (DL) technology has created new opportunities
for students’ activity recognition and career guidance in the educational sector. DT and ML technology can be used to update and monitor
students’ performance in various courses as well as daily life activity data. Existing research on student activity recognition and career
suggestions did not create a dataset that included static, location, accelerometer, and academic data. They did not use DT technology for
student performance monitoring. The existing ML-based works should have investigated various academic course data and job descriptions
for the student’s career recommendationwith high accuracy. To deal with these issues, this paper creates anML,DL, andDT-based assistance
system for career recommendation and activity recognition based on student personal activity data and academic course results. Several
ML and DL models were tested for career suggestion prediction, and logistic regression achieved the highest accuracy of 98%. The results
exhibit that the convolutional neural network (CNN)-based DL model achieves the highest 96% accuracy for the student’s daily activity
recognition system. According to the performance comparison results, the proposed logistic regression-based career suggestion prediction
system outperforms the existing works by at least 4% accuracy and 7% precision. The results also show that the proposed CNN-based
activity recognition system achieves at least 5% higher accuracy and 3% higher precision values than previous works.
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1. Introduction

The advancement of digital twin (DT) technology has given
educational institutions and students a new perspective on career
guidance (e.g., [1, 2]) student activity monitoring (e.g., [3, 4] and
personalized learning (e.g., [5, 6]). Personalized learning entails tai-
loring education to each learner’s unique needs and interests. A DT
indicates the virtual representation of a physical object or entity
that reproduces its characteristics and behaviors in a digital envi-
ronment. In Rivera et al. [7], the authors discussed the prominent
application of DTs in healthcare to improve interactions between
systems, caregivers, and patients, as well as to continuously mon-
itor patients’ health using data-driven methods. In Tao et al. [8],
the authors discussed the key components, development, research
issues, and use cases of DT technology in a variety of industries
(e.g., manufacturing, robotics, education, and healthcare). They also
identified a number of challenges associated with DT-based system
development, including data updates, security, and the coordina-
tion of physical and digital devices. In Subramanian et al. [9],
the authors created a DT-based emotion classification system by
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combining several machine learning (ML) classifiers. In Gomerova
et al. [10], the authors discussed how DT technology could be uti-
lized to monitor student performance (e.g., attendance recording,
course result updates, and face detection) in schools and univer-
sities. They also mentioned that technologies like DTs, ML, deep
learning (DL) learning, and internet of things (IoT) can be combined
to create an automated system for monitoring student performance
and activity.

Continuous monitoring of academic performance can help
identify areas where students may require additional assistance,
resulting in improved learning outcomes. A career suggestion sys-
tem is important for a computer science undergraduate student’s
future job life because it considers their skills and job descrip-
tions (e.g., [11–13]). Because of their lack of experience, students
frequently struggle to choose a career path after graduation.

Academic course results analysis, combined with skill analy-
sis, is one of the most effective ways to predict a career path for
computer science students. It should be noted that course teachers
can test students’ different programming and theoretical skills dur-
ing various course examinations. To provide real-time assistance
to computer science students, not only career advice but also the
development of a physical activity monitoring system using DT
technology is critical for personalized learning and growth. The
integration of academic and real-time activity data provides a com-
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prehensive view of the student, allowing for more accurate and
relevant career advice. Recognition of students’ daily activities can
play a significant role in student performance improvement, class
attendance tracking, real-time student status updates, and security,
well-being, and health issues [6]. An automated system can collect
various types of information, such as location and movement data,
by usingGPS and accelerometer data from students’ mobile devices.
Advanced learningmodels, such asML andDL, can be used in aDT-
based system to achieve high accuracy in classifying students’ daily
activities. In Gomes et al. [14], the authors created aK nearest neigh-
bors (KNN) algorithm-based patient activity recognition system that
achieved 79% accuracy. In Javeed et al. [15] and Parida et al. [16],
the authors used DL and computer vision techniques, respectively,
for human activity recognition. This work byWan et al. [4] created a
daily activity detection system using convolutional neural network
(CNN) technology and smartphone sensors. Career guidance is an
important part of a student’s educational journey. The DT system
can use ML algorithms to analyze academic performance and inter-
ests, resulting in personalized career recommendations. Because
academic records are confidential, synthetic data can be used to sim-
ulate student performance. Several works (e.g., [1, 2, 5, 11–13]) are
currently available in the field of ML-based student performance
monitoring and career guidance. However, they did not create a real-
time dataset containing computer science students’ academic course
results and personal information. They suffered from lower accu-
racy in career suggestions for students due to a lack of appropriate
data preprocessing and hyperparameter tuning techniques. The pre-
vious student’s performance monitoring system did not incorporate
career recommendation and activity recognition using DT, ML, and
DL technologies at the same time.

To surpass the previous challenges, this paper proposes a com-
prehensive DT system that combines static and dynamic data to
provide personalized student monitoring. To provide accurate career
recommendations based on academic performance as well as accu-
rate activity recognition results, the proposed system implements
and evaluates various ML, DT, and DL techniques. All ML and DL
models were assessed by using accuracy value F1-score value, pre-
cision value, and some error metrics (such as MAPE, MASE, and
RMSE). This article offers a comparison among proposed learn-
ing schemes to literary works for career suggestion and activity
recognition.

The discussion of literary works is presented in Section two.
Section three illustrates the proposed career suggestion and activity
recognition model based on ML, DL, and DT technology. Section
four presents the evaluation results of our proposed scheme, while
section five discusses its conclusion.

2. Literature Review

This section highlights important literary works about career
prediction and activity recognition. The work in Kumbhar et al.
[1] created a smart career guidance system that employed DL
techniques. Their system provided career guidance to degree stu-
dents who may be unsure about their career paths. They gathered
a dataset by administering a questionnaire that included informa-
tion such as the user’s skills, interests, and preferences. They did
not improve students’ academic performance. In Vignesh et al. [2],
the authors used ML to predict a suitable department for students
based on their performance and abilities. In their work, the KNN
model achieves a higher accuracy of 94%, which is insufficient for
this system. To assess the difficulty status of a lab course for uni-
versity students, Hussain et al. [11] utilized SVM classifier. The
limitation of their work is that they did not predict students’ future

job careers, and the model’s accuracy is very low. The work by
Sekeroglu et al. [12] predicted undergraduate students’ performance
using five ML classifiers. They also did not provide students with
accurate career suggestions. According to the authors of Aboul-
safa et al. [5] using real-time data and advanced learning processes
can improve student learning experiences. They only created a
DT system for the students. They did not, however, investigate
the utilization of ML and DL learning models in career sugges-
tion prediction and activity recognition systems. The work of Yağci
et al. [13] investigated the performance of classical ML algorithms
in predicting students’ final grades in an undergraduate course.
Their work is limited to Turkish students. Their proposed machine-
learning model has a classification accuracy of less than 80%. The
article in Ashalakshmi et al. [17] used CNN technology to make
caregiver recommendations for 12th-grade students based on their
skills and educational backgrounds. However, their method has an
accuracy of only 81%. They did not work on CSE graduates’ career
recommendations due to a lack of job descriptions. The article in
Hoti et al. [18] discussed some necessary factors associated with
career recommendation for general students.

The study by Ouhaddou et al. [19] identified some factors
associated with general students’ future career path recommenda-
tions, including previous semester grades, demographics, social and
economic status, learning factors, skills, and others. The work in
Kadu et al. [20] created a random forest-based company predic-
tion scheme for students that achieved an accuracy of 80%. The
article by Goyal et al. [21] created a Chabot system for a student
that includes job assistance and emotional support features. The
authors of Yadav et al. [22] used an ANN classifier to predict career
paths and achieved an accuracy of 95%. The study in Singh et al.
[23] found that students’ reading, writing, and mathematics subject
scores are important for future career recommendations. The work
by Soni et al. [24] used the KNN algorithm to analyze graduate
students’ resumes. They showed no accurate results for career pre-
diction. The article in Jiang et al. [25] discussed the skills required
for IT professionals to be satisfied with their jobs. However, they
did not use any ML algorithms. Now we will go over some research
on student activity recognition. The study by Gomes et al. [14]
looked into collecting activity and intensity data from accelerom-
eters to improve daily activity descriptions. They used the KNN
algorithm to classify human activity and intensity levels. They did
not investigate deep learning techniques for activity recognition.
The works by Khan et al. [6] and Varshney et al. [3] used bagged
trees and Long Short-Term Memory neural network (LSTM) mod-
els, respectively, for people’s different types of activity recognition.
The authors of Wan et al. [4] developed a DL-based system that
uses the phone’s accelerometer to track people’s daily movements.
The accuracy of their DL-based human activity tracking task is
94.8%. The work in Ghannem et al. [26] used fuzzy context anal-
ysis to recognize activities for elders. The work in Ullmann et al.
[27] involved developing a radar-based activity recognition system
using DL techniques. Their model has a lower accuracy (95%) and
F1 score (92%) than other models in this domain. An improved
LSTM-based human activity recognition model is shown in Li et al.
[28]. Their model has accuracy and precision values of 91.65 and
91.75, respectively. The works in Ding et al. [29] and Thillaiarasu
et al. [30] used WiFi signal and video for user activity recogni-
tion, respectively. The existing works did not create a DT that
combined career guidance and human activity detection features.
As previously discussed, existing research did not investigate both
computer science undergraduate students’ career suggestions and
activity recognition using ML and DL techniques. To suppress the
previous issues, this paper presents a DT-based assistance system
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that uses ML and DL techniques to provide career suggestions and
activity recognition to computer science undergraduate students.

3. Proposed Framework

Figure 1 delivers a general overview of our proposed DT-
based student career suggestion and activity recognition system.
By combining accelerometer data for activity recognition with aca-
demic data for career recommendations, the system provides a
comprehensive and personalized user experience. Figure 2 exhibits
a system diagram for our ML-based career suggestion system.
Figure 3 depicts the activity recognition system in our proposed
model. Both the career suggestion and activity recognition systems
have several steps, including data collection, preprocessing, training
and testing, model selection, and career suggestion and activity

recognition using the chosen model. In the following, we have thor-
oughly discussed both ML-based career suggestion and DL-based
activity recognition systems.

3.1. Dataset collection and preparation

The first step in our career suggestion and activity recogni-
tion prediction scheme is to collect data and prepare it. This career
suggestion work dataset consists of 35,000 rows (each represent-
ing a student data) and 82 columns (academic subjects, course, or
certificate information), capturing a diverse set of academic and
interest-based metrics required for the analysis. The dataset’s col-
umn contains the student’s ID, grades for various academic courses
and skill training courses, as well as labeled career information.

Figure 1
Methodology diagram of our digital twin-based assistance system

Figure 2
Overview of machine learning-based career suggestion prediction system
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Figure 3
Overview of activity recognition system

Figure 4 depicts the dataset development process for the career
suggestion work. We gathered job information and requirements
from a variety of online job posting sources. We identified 16
common careers for computer science graduate students (based on
data from online newspapers and other sources). We also identified
courses that are relevant to their career (see Figure 5). Then we col-
lected grades from students for each related subject. Figure 6 shows
a glimpse of our career suggestion dataset. Figure 7 highlights
the activity recognition dataset. Figure 6 shows that grades for
various subjects (courses and skill training certifications) range
from 0 (lowest) to 4 (highest). The activity recognition data was
manually entered into the “Sensor Logger” app on a Smartphone.
The app was configured to record linear accelerometer data at
a 100 Hz sampling rate (0.01 second per sample). The dataset
contains 105,492 rows and six columns. The dataset includes
information on four different activities: walking, downstairs, run-
ning, and upstairs. The column of the activity recognition dataset
contains the timestamp of the recorded data, the time elapsed dur-
ing recording, acceleration in the X, Y, and Z axis, and the labeled
activity. The activity recognition dataset includes four distinct types
of activity. The walking, downstairs, running, and upstairs data
samples are 44634, 25244, 17962, and 17652, respectively.

3.2. Data preprocessing, labeling, and learning
model apply

We cleaned the data, encoded the labels, and standardized
the data as part of the preprocessing. In the data cleaning step,
we checked for missing or null values and removed unnecessary
columns from the dataset. Grades and certification values were
normalized to a common scale to facilitate comparison and

Figure 4
Dataset development for career suggestion

analysis. Categorical data (such as certifications) were encoded into
numerical formats to facilitate ML model training and ensure com-
patibility with the algorithms chosen. Before training our models,
we calculated a probability score for each career path. Specific eligi-
bility criteria for each career path were established based on required
academic performance in related subjects. For example, minimum
grade levels were established for subjects relevant to each career
path. A probability score for each career path was calculated using
the student’s performance in relevant subjects and activities. This
entailed averaging grades and including additional scores for certi-
fications and interests. We determined eligibility for a career path
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Figure 5
Example of computer science student’s course

Figure 6
Glimpse of career suggestion dataset

Figure 7
Glimpse of activity recognition dataset
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by reviewing the student’s respective subject grades. If the students’
related course grades are equal to or greater than three, they are qual-
ified for the position. The mean grade value of those subjects was
then calculated and assigned as a probability score value for that
career or job posting (see Figure 8).

After calculating the probability score, each student’s recom-
mended career in the dataset was assigned based on their highest
score (see Figure 9). This approach ensured that each student
received a recommendation tailored to their strengths and inter-
ests. The dataset was prepared for ML model training by converting
career names to numerical labels with Label Encoder.We used Stan-
dard Scaler to ensure that all features were on the same scale. We
used grid search during the hyperparameter tuning process.

We have the dataset formatted for both ML and DL models.
To ensure that the models were properly trained and evaluated,
the career suggestion dataset was categorized into a training set
(60%) and a validation set (20%). The test set data is 20%. Sev-
eral ML and DL models were created and trained to predict the
most appropriate career path for each student. The models used
were logistic regression, random forest, gradient boosting machine,
LSTM, CNN, and feed-forward neural network (FNN). To ensure
that the activity recognition data was suitable for ML tasks, several

preprocessing steps were carried out, including data cleaning, data
type conversion, missing value handling, and dataset balancing.

We checked for null values and removed irrelevant columns
from the activity recognition dataset, such as seconds elapsed and
time. The x, y, and z columns were converted to floating-point
numbers to make numerical analysis easier. Given the imbalance
in activity samples, the dataset was balanced by restricting each
activity to the size of the smallest class (17,652 samples). This was
done to ensure that the ML model was not biased toward activities
with a larger sample size. The string labels in the activity column
were converted to numerical values via label encoding. This step
was critical for the model to properly interpret the activity labels
during training. The x, y, and z values were standardized to bring
all features to a similar scale. This procedure entailed transforming
the data to have zero mean and a standard deviation value of 1,
which aids in the performance ofMLmodels by ensuring uniformity
across features. Then we labeled four activities. The preprocessed
data were divided into frames to prepare it for model training. Each
frame contained 200 observations (2 seconds of data), with a 50%
overlap between adjacent frames. This segmentation allowed us to
capture the temporal dynamics of the activities. The activity labels
were converted into numeric values using label encoder, making

Figure 8
Glimpse of source code generation for eligibility checking and probability score generation

Figure 9
Source code for career recommendation with high probability score
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Figure 10
Label encoding for activity recognition

Figure 11
Scaling process on activity recognition

them more useful in model training (for example, walking activity
is classified as level 3).

Figures 10 and 11 depict the label encoding and scaling pro-
cess source code for our activity recognition project, respectively.
During the model development phase, different ML and DL models
were tested to determine the best algorithm for activity recognition.
We evaluated the KNN, random forest, LSTM, and CNN models
to determine the best model for activity recognition. The activity
recognition dataset is divided into three categories: training (70%),
validation (15%), and test set data (15%). The models were trained
on the training set, tested with the testing dataset, and hyperpa-
rameter tuning (using the grid search technique) was applied to the
validation set to improve model performance.

3.3. Model selection for career suggestion and
activity recognition

We investigated various ML and DL models for career
recommendation and activity recognition work. For career rec-
ommendation, models such as logistic regression, random forest,
gradient boosting, CNN, LSTM, and FNN were tested. The ana-
lyzed ML and DL models for activity recognition include random
forest, KNN, LSTM, and CNN. To select the best prediction model,
we evaluated each model’s accuracy value, precision value, recall
value, F1 score value, mean absolute percentage error (MAPE)
value, mean absolute scaled error (MASE) value, and Root mean
squared error (RMSE) error results. We chose the best predictive

models for career suggestions and activity recognition based on
higher accuracy, precision, recall, and F1 scores.

4. Results and Discussion

In this section, we will compare different ML and DL
models for career suggestion and activity recognition systems.
Figure 12 evaluates the accuracy value, precision value, recall value,
and F1 score values of different learning methods for the career
suggestion system. We compared the performance of the logistic
regression model, CNN model, FNN model, random forest model,
and gradient boosting for career suggestion prediction results. The
figure shows that the logistic regression model performs better than
other literary models in terms of accuracy value (98%), precision
value (95%), recall value (93%), and F1 score value (94%). Higher
precision and recall values indicate fewer false positives and nega-
tives. The lowest F1 score in our proposed logistic regression model
is 94%, indicating a proper balance between the precision value and
recall value. Compared to all other models, the LSTMmethod deliv-
ers the lowest accuracyvalue andprecision results. Figure13exhibits
that the logistic regression model has the lowest MAPE value (mean
absolutepercentageerror)andRMSEvalue (rootmeansquarederror)
among allmethods tested. The logistic regressionmodel has the low-
est RMSE value (0.97), indicating a high prediction accuracy. On a
relative scale, the logistic regression model performs exceptionally
well, with a MAPE value of 3.96%. Figure 13 shows that the LSTM
model performs worst in terms of MAPE and RMSE values. Thus,
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Figure 12
Performance comparison for career suggestion system

Figure 13
Error result comparison for a career suggestion system

Figure 14
Performance comparison for the activity recognition system

Figure 15
Performance comparison for activity recognition system

based on Figures 12 and 13, we can conclude that logistic regres-
sion is the best model overall, as it outperforms both classification
and regressionmetrics. The logistic regressionmodel excels in accu-
racy value, precision value, recall value, and F1 score value, as well
as having the lowest loss, MAPE, and RMSE, making it the most
reliable and effective model for the given dataset.

Figure 14 compares the performance of various ML and DL
models for student activity recognition (e.g., KNN, random forest,
LSTM, and CNN). Figure 14 exhibits that the CNN model sup-
presses all other methods tested (e.g., KNN, random forest, LSTM)
with an accuracy of 96%. An F1 score of 95% in the CNN model
indicates an excellent balance of precision and recall. CNN models
also have the highest precision value of 95%. Figure 14 also shows
that the KNN model performs second best with an accuracy value
of 94% and F score value of 92%. Figure 15 depicts the RMSE,
MAPE, andMASE error values for variousML andDLmodels. The

figure clearly shows that the CNN model produces better error val-
ues than other models. With an RMSE value of 0.46, MAPE value
of 1.48, and MASE value of 0.07, the CNN model performs well in
accurate activity predictions. The KNN model achieves the second-
best results in terms of RMSE (.47), MASE (.08), and MAPE
(1.496). Figures 14 and 15 highlight that the CNN model is the
best predictive model for activity recognition because it has lower
error values and higher accuracy. We created a web application
to visualize DT-based students’ academic data and career sugges-
tions. Figure 16 depicts the front-end page of our web application.
Figure 16 depicts the general information of computer science stu-
dents as well as their CGPAs by semester. Figure 16 highlights
a computer science student’s grade in various courses during a
semester. Figure 17 depicts the suggested career for a computer sci-
ence student using a DT-based web application, as well as his or her
extracurricular activity and location information.
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Figure 16
(a) Webpage to visualize digital twin-based academic course data and (b) Webpage to visualize digital

twin-based academic course data

Subject CGPA

Data structure 3.5

Numerical Analysis 4.0

Electronic devices and circuits 3.0

Vector, calculus, linear 

algebra, complex variables

3.75

Engineering economics 3.5

Data structure (sessional) 3.25

Numerical Analysis (Sessional) 2.75

Electronic devices and circuits 

(Sessional)

3.0

Engineering Drawing and 

CAD (Sessional)

4.0

(a)

(b)

Figure 17
Webpage to visualize suggested career based on academic course data

Suggested career Web developer

Extracurricular activities Computer club (general member), greater 

mymensingh association (religious 

secretary)

Behavior and attendance Attendance: 95 percent

Participation: High

Location Details Ladies hall road, CUET, Raouzan, 

Bangladesh

Figure 18 depicts a comparison of results among the pro-
posed logistic regression-based career suggestion system with other
related works. We compared our findings to three existing studies
[2, 11,13]. The comparison results show that our proposed logistic
regression-based prediction model outperforms existing models by
at least 4% in accuracy, 7% in precision, 1% in recall, and 5% in
F1 score. The existing work S. Vignesh et al. [2] using the KNN
model yields the second-best career prediction results in terms of
accuracy value. The main reason for the proposed logistic regres-
sion scheme’s superiority is that our model generates a real-time

dataset by collecting grade results from students and assessing
necessary skills for a computer science career. We used proper
preprocessing, normalization, best model selection, and hyperpa-
rameter tuning techniques to achieve the best career suggestion
prediction result. Figure 19 compares the proposed CNN model-
based activity prediction system’s results to those of previous
works [15, 16]. The comparison results exhibit that the proposed
CNN-based prediction model surpasses the existing works by at
least 5% in accuracy, 3% in precision, 5% in recall, and 4% in
F1 score. Because of proper dataset collection for student activity,
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Figure 18
Comparison results career suggestion system with existing works

Figure 19
Comparison results activity recognition system with existing works

proper preprocessing, feature extraction, and hyperparameter tun-
ing techniques, the CNN model outperforms the other compared
works.

5. Conclusion

This paper describes a DT-based assistance system for under-
graduate computer science students that uses ML technologies to
provide features such as career suggestions and activity recogni-
tion. The proposed system creates an appropriate dataset for the
student assistance system by effectively integrating accelerome-
ter data, location data, and academic data to provide students
with personalized career guidance. The proposed system investi-
gated various ML and DL techniques for career recommendation
and activity recognition. The career suggestion prediction results
revealed that logistic regression techniques outperformed other ML
and DLmodels by achieving 98% accuracy, 95% precision, 94% F1
score, and 0.97 RMSE values. The proposed CNN model outper-
formed other ML and DL models in activity recognition prediction,
with 96% accuracy, 95% precision, and 0.46 RMSE values. The
comparison results on the career suggestion task indicated that
the proposed CNN model achieves at least 4% more accuracy,
7% more precision, and 5% more F1 score values than previ-
ous works. The comparison results on the activity recognition task
show that the proposed CNN model outperforms the existing works
by 5% accuracy, 3% precision, and 4% F1 score value. In the
future, we hope to create a mobile application for students that
includes features such as emergency help assistance through police
contact, mental health assistance, and an Artificial intelligence
(AI)-based Chabot for students’ personal guidance, among others.
The future extension of this work will include the development
of a block chain-based secure data exchange and user authentica-
tion system for monitoring student results and career guidance. In

the future, we hope to incorporate more activity recognition for
students through DL and IoT techniques such as sleeping and
studying activities, among others.

Recommendation

The findings hinted that logistic regression techniques outper-
formed are most suitable for career suggestion systems and CNN for
students’ activity recognition work.
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