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Abstract: Heart-related illnesses, often known as cardiovascular diseases, have been the leading cause of mortality globally over the past
several decades and are now recognized as the most major illness in both India and the rest of the globe. The severity out of the disease can be
avoided with proper care at proper stage. This disease claims early and accurate prediction to avoid causalities. As proper medical support is
not adequate, diseases are not being identified at the proper time and treatment cannot be started. Machine learning algorithms have shown
promise in predicting heart disease risk based on patient data. In this study, a machine learning-based heart disease prediction model has been
presented. The objective of the work is to build a machine learning-based model for early and adequate prediction of heart disease.
The proposed model has utilized support vector machine and artificial intelligence with an accuracy of 81.6% and 86.6%, respectively.
The findings show that the model predicts heart disease risk with excellent accuracy, sensitivity, and specificity, offering healthcare
professionals a useful tool to pinpoint people who may be more at risk of developing heart disease.
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1. Introduction

Heart disease is one of the leading causes of death. There are
many symptoms through which heart disease can be identified,
such as headache, angina, swollen legs, fatigue, and many more.
Lifestyle issues such as food habits, lack of physical activities,
and presence of other diseases like high blood pressure play also a
major role in developing heart disease. Number of efficient
medical practitioners are not adequate over the globe, which is an
alarming issue in the healthcare sector. Machine learning has
emerged as a powerful tool in healthcare, particularly in the field
of disease prediction. By leveraging large amounts of patient data
and sophisticated algorithms, machine learning models can be
trained to accurately predict the likelihood of various diseases in
individuals. This has the potential to revolutionize healthcare by
enabling earlier detection and more personalized treatment of
diseases.

This issue has been addressed through the proposed model for
identifying heat disease under artificial intelligence and machine
learning.

The proposed model has been developed applying support
vector machine (SVM) and artificial intelligence. The dataset has

been collected from Kaggle. SVM has been considered as very
effective in high-dimensional dataspace and memory efficient.
Artificial neural network (ANN) has been considered as capable
of working on incomplete knowledge set as well and fault
tolerant also.

The major contribution through this work is developing an
intelligent model for the prediction of heart disease at an early
stage to accelerate the treatment process which will help the
society. The major identification is that applying ANN the
model has achieved 86.6% accuracy and by applying SVM
the model has achieved 81.6% accuracy. Artificial intelligence has
superseded the SVM. The novelty of the work is the combination
of correlation coefficient-based feature selection and artificial
intelligence and SVM as classifier which is capable of heart
disease prediction at an early stage.

In Section 2, background study has been carried out.
In Section 3, the proposed model has been represented followed
by result analysis in Section 4.

2. Literature Review

Medical facilities have carried out numerous experiments on
disease prediction systems using a variety of data mining
techniques and machine learning algorithms. Multiple linear
regression is suitable for forecasting the likelihood of developing
heart disease, as shown by the suggested prediction of heart
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disease using multiple regression model (Polaraju & Durga Prasad,
2017). Seema & Deepika (2016) suggested a model to predict
chronic disease utilizing naive bayes (NB), decision trees, SVMs,
and ANNs to mine the data from past health records (ANN).
SVM exhibits the highest accuracy rate in this experiment.
In Dwivedi (2016), various algorithms, including NB, classification
tree, k nearest neighbor (KNN), logistic regression, SVM, and
ANN, were advised. In comparison to other algorithms, the logistic
regression provides superior accuracy. Shetty & Naik (2016)
suggested a system that uses patient medical data to identify cardiac
problems. The system has been built with consideration for 13
input attribute risk factors. Data integration and cleaning were done
following the study of the dataset’s data.

Banerjee Majumder et al. (2021) proposed an ensemble
machine learning model for heart disease prediction. The model
utilized bagging technique with base learners logistic regression,
NB, and KNN. Boukhatem et al. (2022) proposed a model for
heart disease prediction using multilayer perceptron (MLP), SVM,
random forest (RF), and NB. A heart disease prediction model
was proposed by Jindal et al. (2020) where KNN and logistic
regression. Utilizing RF, SVM, NB, and decision tree, a model
was proposed where highest accuracy was achieved by RF
(Sharma et al., 2020). Rajdhan et al. (2020) proposed a model
for heart disease prediction applying NB, Decision Tree, logistic
regression, and RF. RF achieved highest accuracy of 90.16%.
Yazdani et al. (2021) proposed a novel model of heart disease
prediction applying weighted associative rule mining. Bharti
et al. (2021) proposed a deep learning-based model. Isolated
Forest was used for feature selection and the model achieved
94.2% accuracy. Applying SVM, convolutional neural network
(CNN), and booting methodology, a model was proposed where
SVM outperformed over other methods (Krittanawong
et al., 2020).

Karthick et al. (2022) proposed a model for heart disease
prediction applying SVM, Gaussian naïve bayes light GBM, RF,
and XGBoost.

Latha & Jeeva (2019) proposed a model for heart disease risk
applying ensemble mechanism.

Sarra et al. (2022) proposed a model using SVM and applied X2
for feature selection.

A work on heart disease prediction was presented by Raut et al.
(2020) to find a suitable and computational efficient model working
on UCI dataset.

Pathak et al. (2022) proposed a model for COVID-19 prediction
using deep transfer learning method.

Soni et al. (2022) proposed a model for lung disease prediction
applying integrated space transfer network and CNN.

Tuli et al. (2020) proposed a healthcare support system for heart
disease prediction utilizing ensemble mechanism.

Ahmed et al. (2022) proposed a prediction model of
cardiovascular disease using many machine learning mechanisms
such as KNN, NB, RF, and Light Gradient Boosting Mechanism
(LGBM). LGBM achieved highest accuracy.

Gupta & Banerjee (2015) proposed the level of risk of
cardiovascular disease under bioinformatics framework
considering other different factors such as lifestyle and food habit.

Gudadhe et al. (2010) proposed a model for heart disease
prediction using SVM and MLP neural network.

Shah et al. (2020) undertook a study with the goal of using
machine learning to create a model for the prediction of
cardiovascular illness. The Cleveland heart disease dataset, which
contained 303 cases and 17 attributes, was the source of the
information used for this project. It was located in the UCI

machine learning repository. NB, decision trees, RFs, and KNN
are just a few of the supervised categorization techniques used by
the authors. The study’s findings showed that, with a degree of
accuracy of 90.8%, the KKN model performed the best.

The major goal of the study conducted by Hasan & Bao (2020)
was to determine the best effective feature selection strategy for
predicting cardiovascular disease. The results showed that the
XGBoost classifier in combination with the wrapper strategy
offered the most accurate prediction results for cardiovascular
sickness. Accuracy was delivered by XGBoost at 73.74%, SVC at
73.18%, and ANN at 73.20%.

3. Proposed Model

This is a model for heart disease prediction carried out on the
dataset collected from Kaggle. The proposed model has been built
using SVM and ANN. Model block diagram is shown in Figure 1.

3.1. Heart failure dataset

The work is based on the dataset collected from Kaggle. There
are 13 columns in total. Among those, 12 are independent features
using which prediction will be done. Here, patients from age 40 to
95 have been selected in this dataset. Male patients are denoted by
a gender value 1 and female patients are denoted by a gender
value 0. The dataset summary is shown in Figure 2.

Before training themodel, dataset has to be prepressed properly.
It has been observed that there is an absence of null values in the
dataset which is shown in Figure 3. Outliers from the dataset have
also been removed in this phase.

Figure 1
Model flowchart
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3.2. Applying feature engineering and perform
feature selection

All features in any dataset are not equally important and even
leading to negative influence in decision making. So feature
selection is an important step in any decision-making system.
Heat map has been applied for the selection of relevant features in
this suggested model.
3.2.1. Correlation heat map:

Heat map represents a two-dimensional information with the help
of colors to identify the correlation of different features.Highly correlated
features should be removed from the dataset for better performance. The
heat map produced on the dataset is shown in Figure 4.

We have checked the correlation using heat map. If two
variables are highly correlated, we have dropped one of them.
Here, it is checked which features are having correlation> 0.1.
Rest of the features are dropped. The sample code snippet for
feature selection is shown in Figure 5.

3.3. Model development

In this proposed work, SVM and ANN have been applied.

3.3.1. Support vector machine:

One of the most well-known methods for supervised learning is
the SVM. This is used in machine learning to solve issues involving
both classification and regression.

The SVM algorithm’s objective is to establish the best line of
decision boundary using which n-dimensional space can be divided
into categories, so that we may conveniently classify additional data
points in the future. This ideal decision boundary is referred to as a
hyperplane. The extreme vectors or points that help create the
hyperplane are chosen via SVM. These extreme circumstances are
described by support vectors. The SVM algorithm is so named for
this reason. After applying SVM in our model, the obtained accuracy
is 81.6%. The developed model applying SVM is shown in Figure 6.

3.3.2. Artificial neural network:

A branch of artificial intelligence influenced by biology and
modeled after the brain is referred to as ANNs. A computational
network called an ANN is typically based on the biological neural
network that created the structure of the human brain. The
neurons in ANNs are also coupled to one another at different
layers of the networks, just as the neurons in the human brain.
These neurons are referred to as nodes. The developed ANN
model is shown in Figure 7. The proposed ANN model has used
rectified linear activation (ReLu) and sigmoid activation function
for input layer and hidden layer, respectively. The initializer is
used in the uniform initializer. Adam and binary_crossentropy
have been used as optimizer and loss function, respectively.

The fitting of the model is shown in Figure 8.
After applying ANN in our model, 86.6% accuracy has

achieved which is shown in Figure 9. Along with accuracy, other
metrics considered are specificity, sensitivity, and precision. The
model has achieved 93.54% precision, 87.87% sensitivity, and
83.33% specificity.

4. Result Analysis

The proposed model has been implemented applying SVM and
ANN. ANN has achieved better accuracy over SVM.

4.1. Support vector machine:

The SVM classifier is fitted with the training set. Sklearn.svm
package has been used to develop the SVM classifier. Since the
SVM can be separated linearly Kernel=’Linear’ has been chosen.
The model performance has been evaluated through generated
confusion matrix, and accuracy metric has been calculated based
on that. To create the confusion matrix, confusion matrix function
of sklearn is imported. The confusion matrix based on the
classification of SVM is shown in Figure 10.

The calculated accuracy for our project is 81.6%. Achieved
precision, sensitivity, and specificity scores are 97.14%, 77.27%,
and 93.75%, respectively. The R2 score is 0.25.

4.2. Artificial neural network:

In ANN, sequential model type is used to build a model layer by
layer. Each layer consists of weights that correspond to the layer that
allows it. Layers are added with activation function ReLu
and sigmoid. Units are mentioned as per need. Lastly, the
model is compiled with optimizer “adam” and loss
function = “binary_crossentopy.” The model is trained with train
set where epochs= 100 and batch_size is 8. The performance of
the proposed ANN model has been justified through confusion
matrix and then accuracy value has been shown. The confusion
matrix generated through the ANN is shown in Figure 11.

The calculated accuracy for our project is 86.66% which is
shown in Figure 12. Achieved precision, sensitivity, and

Figure 2
Dataset description

Figure 3
Null value checking
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specificity scores are 93.54%, 87.87%, and 83.33%. The R2 score
has also been considered which is 0.27.

In this proposed model, both the SVM and ANN have been
applied to predict heart disease considering their different
advantages. In the result analysis section, the performance of
both the classifiers has been analyzed in details and from there it
has been observed that ANN has outperformed over the SVM.
The accuracy, sensitivity, specificity, and precision scores of
these two classifiers used in the proposed model are shown in
Figure 13.

Comparative analysis of our proposed work with some existing
work is presented in Table 1.

Figure 4
Heat map

Figure 5
Feature selection

Figure 6
SVM model

Figure 7
ANN implementation
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Figure 8
Fitting model

Figure 9
Artificial neural network

Figure 10
Confusion matrix of support vector machine

Figure 11
Confusion matrix of artificial neural network

Figure 12
Accuracy of artificial neural network

Figure 13
Performance of SVM and ANN
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5. Conclusion

In this work, we have trained the machine using SVM and ANN.
Applying SVM, accuracy achieved is 81.6%. The ANNmodel consists
of hidden layers, and output of each layer is carried on to the next input
which ensures greater accuracy. ANN model is giving an accuracy of
86.66%. This model can be utilized as a classifier for early and accurate
prediction of heart disease. In future, we would utilize different
ensemble mechanism and deep learning approach.
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