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Abstract: Mental Health is a physical, mental, and social state affecting 970 million people in the world. Artificial Intelligence and deep
learning techniques classifying ElectroEncephaloGraphy (EEG) data have emerged as a promising technology for the detection of
mental health disorders. In this context, one underexplored area is the application of Artificial Immune Systems, which is a technique
inspired by the human immune system that has been useful in many computational tasks, including anomaly detection. This paper aims
to bridge the gap by leveraging Artificial Immune Systems for Mental Health through anomaly detection in EEG Data: a novel Negative
Selection Clonal for Anomaly Detection (NSCAD) algorithm is presented and applied on a dataset of 945 samples with individuals
diagnosed with disorders and a control group of healthy participants. Efficacy of NSCAD on anomaly detection was assessed using
precision, recall, F1-score, and accuracy metrics. Results are promising, with a precision of 0.92, a recall of 0.83, an F1-score of 0.88,
and an accuracy of 0.78. A comparative analysis between the evaluation metrics and anomaly detection of NSCAD vs other methods is
finally reported together with a critical analysis of the limitations.
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1. Introduction

Mental health is important for well-being, and the World Health
Organization (WHO) defines health as a state of physical, mental, and
social well-being, rather than simply absence of disease or infirmity
[1, 2]. There are about 970 million people affected worldwide [3],
so it is important to have good diagnostic and treatment strategies.
Diagnosing mental disorders traditionally depends on the WHO’s
International Classification of Diseases 11th Revision and the
American Psychiatric Association’s Diagnostic and Statistical
Manual of Mental Disorders Fifth Edition Text Revision
(DSM-5-TR) [4]. These aim to group mental health symptoms
based on the assumption they reflect underlying dysfunctions in
biological, psychological, or developmental processes [5]. However,
these methods face significant challenges as they rely on subjective
assessments and do not currently use biomarkers for defining
disorders, which is a limitation in this area.

At the same time, psychiatry is exploring approaches to
understand neuropsychological factors underlying psychiatric
symptoms. ElectroEncephaloGraphy (EEG) has emerged as a
promising technology, offering insights into pathophysiological
aspects of mental health disorders [6]. Studies have suggested the
potential significance of EEG signals, such as resting-state power
spectral and functional connectivity (FC) analysis, in diagnosing
such disorders [7]. Despite advancements, the integration of these
into clinical practice is still in its infancy [8].

Workload in EEG analysis is cumbersome, with neurologists
dedicating lots of time interpreting raw data. To mitigate this, there
is ongoing research into automating aspects of EEG interpretation.
Machine learning (ML), including deep learning techniques, has
shown promise in classifying signal data for detecting mental health
disorders, with recent work demonstrating their efficacy [9–12].
However, anomaly detection, which is a critical step in identifying
pathological patterns, remains underexplored in EEG research.

In general, we intend for anomaly some data or patterns of data
which may not follow expected behaviors within the dataset:
focusing on the EEG signals, the anomaly usually refers to signs
who may underly some neurological disorders. In this context,
artificial immune systems (AIS) have been used for the detection
of these anomalies [13–15].

This work presents an attempt to cover current gaps between the
detection of the anomalies in the EEG signals with AIS according to
the following objectives:

1) To investigate the possibility of using AIS in the detection of
anomalies of the EEG signals vs mental health conditions.

2) To present a novel algorithm which we called the Negative
Selection Clonal for Anomaly Detection (NSCAD) algorithm,
combining the Negative Selection Algorithm (NSA) with
Clonal Selection Algorithm (CSA).

3) To estimate the performances of this novel NSCAD algorithm
through a cross-validation and performance analysis on the
dataset of the test data.

4) To discuss the implications of these findings for mental health
research and the potential of the NSCAD model in diagnostics.
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The structure of the paper is made of 4 more Sections: in the 2nd
Section, we explore previous examples of AIS, while the 3rd Section
presents the dataset and howwe process these data and determine the
main features of the data. In this Section, we also present the
NSCAD algorithm. Section 4 reports the main implications of
this novel approach providing a comparative analysis vs other
methodologies. Finally, Section 5 concludes the study, addresses
its limitations, and suggests potential applications of our approach
in other medical and research fields.

2. Background

AIS have been used to address challenges in real-world and
engineering use cases, demonstrating their adaptability and
potential in anomaly detection [16]. Notably, hybrid algorithms
combining NSA and CSA have been effective in industrial
settings and network intrusion detection [16, 17]. For example,
AIS has been used in order to reconstruct signal and for the
development of security systems [18–27]. Even though these
advancements, the application of AIS in medical diagnosis, and in
particular, in the EEG-based diagnosis, is quite underexplored.
This gap persists despite a trend of using ML and deep learning
techniques for the detection of anomalies in the EEG signals [6, 15].

A few studies have used EEG datasets for pathology detection.
Arslan et al. [19] combined artificial neural networks (ANN) with
AIS for diagnosing epilepsy, employing CSA to update weights
and achieving high accuracy. Ba-Karait et al. [20] proposed
adaptive particle swarm negative selection for epileptic seizure
detection, showing high effectiveness. Another study combined
the artificial immune recognition system (AIRS) with principal
component analysis (PCA) and fast Fourier transform (FFT) for
epilepsy diagnosis, achieving near-perfect classification [21].
Rashid et al. [22] applied AIS to classifying EEG signals related
to limb movements, achieving mean accuracy of 86.39% across
subjects. Ramalingam et al. [18] used CSA for prosthetic limb
movement classification using EEG signals, enhancing accuracy
through a fitness-based antibody selection process. For example,
EEG time series dataset have been analyzed for the diagnosis of
epilepsy with different classifiers [19–21], showcasing the
effectiveness of data-driven methodologies in specific medical
contexts [21–25]. Similarly, industrial applications of anomaly
detection combining NSA and CSA algorithms have shown
proper accuracies in the classification of datasets about vacuum
valves and bearings [16, 26].

Its ability to manage imbalanced datasets further underlines its
clinical applicability. The exploration of specialized techniques like
synthetic minority oversampling could enhance its anomaly
detection capabilities, increasing its usefulness in clinical settings.
Table 1 provides a complete comparative analysis between prior
methods. In this context, it is also important to stress that the
proposed table is not exhaustive and to underline how a set of
different technologies could also be embedded into our research
method in order to (1) improve the overall estimation and
(2) provide recovery tools (e.g., [28–31]).

3. Proposed Methodology

3.1. Feature in EEG-based anomaly detection

The usual source of the EEG signals is a set of electrodes which
are positioned on the scalp of the subject. These signals are inherently
high-dimensional data which, in turn, reflect the activity of the brain
within the scalp. Because of the nature of these signals, it is

mandatory to determine and define a proper set of features which
can then condition the success and performance of the algorithm.
Previous studies on the diagnosis of epilepsy have adopted a
different set of these features: for example, Arslan et al. [19] pre-
process the raw EEG signals into vectors containing the
minimum, maximum, average, and standard deviation values and
then they classify these parameters with ANN and AIS. This
effectively differentiated between epileptic patients and healthy
individuals. In [20] discrete wavelet transform was used on the
same EEG dataset, in order to capture the transient features in the
time and frequency domains, which are significant vs the
detection of seizure. In another study based on the use of Brain-
Computer Interface IV-Graz dataset, Mel-Frequency Cepstral
Coefficients were selected, and then, a dimensionality reduction
was achieved by means of a two-layer stacked auto-encoder: here
the feature selection was performed with a wrapper method,
presenting subsets of feature to a support vector machine (SVM)
[22]. In another study on the application of CSA for prosthetic
limb movements, the mean, median, and standard deviation of the
EEG signals were simply used. A J48 decision tree classifier was
also used to select the most relevant features [18]. Additionally,
the Welch method was used for power spectrum estimation on
EEG data, with PCA reducing the dataset to a lower-dimensional
representation, retaining the most informative components [21].
The dataset used in this study also uses feature selection
combining quantitative EEG (qEEG) parameters, such as power
spectrum density and function connectivity, across different
frequency bands. Different feature combinations were tested, and
models achieved high classification accuracies for a range of
psychiatric disorders, adjusting for covariates like age, sex,
education, and IQ [15].

3.2. Data pre-processing

The dataset of this studywas sourced from a database created by
Park et al. in 2020 [15]. It was originally collected at a Medical
Centre in Seoul, South Korea, and spans from January 2011 to
December 2018. It includes a variety of medical records,
psychological assessments, and qEEG data, particularly focusing
on resting-state assessments.

The main disorder in the dataset was identified as the target
variable. Although there was also a “specific disorder” column,
this was excluded to simplify the model, as were other clearly
irrelevant columns. The dataset details are summarized in Table 2.

Mode imputation was used to fill the missing values in the IQ and
education columns, and categorical columns, such as sex, were
processed using an ordinal encoder. For anomaly detection, a binary
classification approach was used, where all main disorder types, such
as Addictive disorder, Anxiety disorder, Mood disorder, Obsessive-
compulsive disorder, Schizophrenia, and Trauma and stress-related
disorder, were labeled as “1.” In contrast, the Healthy Control
category was labeled as “0,” establishing a clear distinction between
healthy individuals and those with disorders. Finally, the dataset was
standardized with min-max normalization and then z-score, in order
to enhance accuracy and interpretability of the results.

3.3. Feature selection

We used univariate feature selection using statistical tests,
particularly ANOVA-F, to identify the most relevant features.
This test carries out a univariate analysis for each feature against
the target feature to determine if there is a statistically significant
relationship. While ANOVA-F is a widely known method,
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we specifically adapted it to identify the significant features for EEG
anomaly detection related to mental health disorders. This was done
by fine-tuning the number of selected features to optimize the
performance of the NSCAD algorithm. This step-by-step feature
selection process ensured that only the most informative features
are retained, reducing dimensionality while preserving
discriminative power for accurate anomaly detection.

ANOVA-F works by calculating the ratio of variance between
groups to the variance within groups, per Equation (1).

F ¼ varb
varw

(1)

Here, varb is the variance between groups and varw is the variance
within groups. The test follows a filter-based approach, ranking
features based on their statistical significance in relation to the
target. Specifically, it selects the top k features with the highest
scores for further analysis, where k is a parameter representing the
number of features to select. This is calculated as shown in
Equations (2) and (3).

varb ¼
1

k� 1

X
j
i¼1

ji xi � xð Þ2 (2)

varw ¼ 1
N � k

Xk
i¼1

Xji
p¼1

xip � xi
� �

2 (3)

Here, ji is the number of observations in the ith group, xi is the mean
of the ith group, xip is the pth observation in the ith group, and x is the
overall mean across all groups.

To address the challenge of high-dimensional data, the process
of feature selection in our study involved fine-tuning k to determine
its optimal value. This entailed systematically experimenting
with different values of k and selecting one that maximized
performance of the proposed NSCAD algorithm. By focusing on
the most significant features, the aim was to have results as
accurate and generalizable as possible.

3.4. The NSCAD algorithm

This study proposes the NSCAD algorithm, which is a hybrid of
the NSA and the CSA, mimicking essential functions of the immune
system. NSCAD integrates these to perform anomaly detection in
EEG data, inspired on the immune system’s ability to distinguish
between self from non-self cells.

NSCAD functions by self-clustering and generating antibodies
based on a distance threshold, aiming to effectively identify
anomalies. For self-clustering, Agglomerative Clustering is used to
group normal samples based on feature similarity. The number of
clusters (n_clusters) was chosen through experimentation to best
represent the diversity in the normal training data. Cluster centers are
calculated as the average of samples in each cluster, and the
recognition radius is determined using the mean pairwise distances
within clusters. Antibodies are generated from abnormal samples by
computing the Euclidean distance to cluster centers. NSCAD uses
the recognition radius and a threshold (tuned using a percentile of the
distance distribution) to select abnormal samples for antibody creation.

NSCAD leverages the generalization and development
processes of the CSA to refine antibody population. A small
subset of antibodies with the highest affinity underwent controlled
mutations to enhance diversity and adaptability. Clones with
improved affinity are selected, and weaker antibodies are replaced
in each generation, ensuring robust anomaly detection. This
refinement is important to adapt to evolving data patterns and
maintain diversity within the antibody population. The primary
objective is a robust mechanism that can adapt to new and unseen
data patterns while identifying anomalous data points.

The algorithm generates antibodies to distinguish between
normal and anomalous samples. Test samples are classified by
comparing their distance to the generated antibodies. Samples
within a tuned distance threshold are marked as anomalies, with
the threshold optimized to balance false positives and negatives.
This adaptive nature of NSCAD, summarized in Figure 1, is
critical in handling the complexity and variability inherent in
EEG data.

Table 2
List of features in the dataset

Feature category Features Description

Patient’s Information no.
sex
age
eeg.date
education
IQ

Patient’s Unique ID
Male (M), Female (F)
18 to 70 years (continuous)
Date of EEG
Years of Education
IQ level (discrete)

Diagnosis main.disorder Addictive disorder, Trauma and stress-related disorder,
Mood disorder, Healthy control, Obsessive-compulsive
disorder, Schizophrenia, Anxiety disorder

specific.disorder Alcohol use disorder, Acute stress disorder, Depressive
disorder, Healthy control, Behavioral addiction disorder,
Obsessive-compulsive disorder, Schizophrenia,
Panic disorder, Social anxiety disorder, Posttraumatic
stress disorder, Adjustment disorder, Bipolar disorder

qEEG parameters Power Spectrum Density (PSD) 114 variables (continuous)
Absolute power values for specific frequency bands

Functional Connectivity (FC) 1026 variables(continuous) Coherence for each frequency
band and pair of channels.

Blank Column Unnamed: 122 Empty column with no data
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The rational of this procedure is further summarized in
Algorithm 1.

Figure 1
Blueprint of the NSCAD algorithm

Algorithm 1. The NSCAD Algorithm
Inputs: training and testing data, X_train, Y_train and X_test
Outputs:  label
Procedure:

Select k best features based on X_train and Y_train
//OBTAIN CLUSTERS
normal_samples := samples from X_train where Y_train is 0
n_clusters := number of desired clusters
clusters := result of hierarchical clustering on normal_samples using n_clusters
//OBTAIN CLUSTER CENTROIDS
centroids := empty list
For each cluster in clusters, do,

centroid := mean of points in cluster
add centroid to centroids list

End For
//CALCULATE RECOGNITION RADIUS
distances[] := list of pairwise distances between all centroids
radius := mean(distances)
//CREATE ANTIBODIES
abnormal_samples := samples from X_train where y_train is 1
initial_antibodies := empty list
threshold := a multiplier to adjust recognition radius
For each abnormal_sample in abnormal_samples, do,

If distance to closest cluster centroid <= radius * threshold, then,
add abnormal_sample to initial_antibodies

End If
End For
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3.5. Evaluation metrics

The efficacy of the proposed method was assessed using the
following metrics: precision, recall, F1-score, and accuracy. This
multi-metric approach provided a holistic understanding of the
algorithm’s effectiveness in classifying EEG samples as normal
or anomalous [23]. The computation of these metrics is
summarized in Table 3.

TP (True Positive) represents correctly classified positive
samples, FP (False Positive) represents incorrectly classified positive
samples, TN (True Negative) represents correctly classified negative
samples, and FN (False Negative) represents incorrectly classified
negative samples. The evaluation metric scores, ranging from 0 to 1,
were computed using the ground truth and predicted labels [24].

3.6. Validation techniques

Validation involved cross-validation and parameter tuning.
First, the study used k-fold cross-validation, a technique that
divides the dataset into k subsets. Each subset is used once as a
validation set, while the remaining subsets form the training set.

This process is repeated k times, with each of the k subsets used
exactly once as the validation data. This technique helps to assess
the algorithm’s effectiveness across subsets of the data.

In addition, parameter tuning was used to optimize
performance. This involved systematically varying the algorithm’s
parameters and selecting the set that maximized its effectiveness.

To evaluate NSCAD’s performance, the OneClassSVM
algorithm was chosen as a benchmark, following its effective use
in prior studies alongside NSA methods. OneClassSVM, an
extension of the conventional SVM, specializes in novelty
detection by classifying new data based on its similarity to the
training set. For this study, OneClassSVM was applied to the test
dataset using the same feature selection as NSCAD. The model,
trained on normal samples with an RBF kernel and a “nu”
parameter set at 0.05 to control outlier proportion, was used to
predict anomalies in the test data. The performance of
OneClassSVM was evaluated using precision, recall, F1 score, and
accuracy metrics to provide a detailed comparison with NSCAD
in anomaly detection.

4. Results and Discussion

4.1. Dataset

According to Section 3, the dataset for this study was sourced
from Park et al. in 2020 [15]. The set has 945 samples, with 850 for
individuals diagnosed with various psychiatric disorders and 95 from
a control group of healthy participants. The psychiatric diagnoses
were determined based on DSM-5 criteria and confirmed by an
experienced team of psychiatrists and psychologists. The subjects
ranged in age from 18 to 70 and included a broad range of

//OPTIMISE ANTIBODIES
num_generations := number of generations for optimisation
For i = 1 TO num_generations, do,

//CREATE CLONES
top_antibodies := list of highest affinity antibodies from initial_antibodies
clones := empty list
For each antibody in top_antibodies, do,

mutate antibody and append to clones
End For
//CALCULATE CLONE AFFINITY
For each clone in clones, do,

affinity := 1 - distance to closest cluster
End For
//SELECT IMPROVED CLONES
improved_clones := clones with affinity > threshold
replace lowest affinity antibodies in initial_antibodies with improved_clones

End For
//CALCULATE DISTANCE THRESHOLD FOR CLASSIFICATION
antibody_distances := list of distances from each abnormal sample to its closest 
antibody in initial_antibodies
q := percentile rank
threshold := percentile of antibody_distances using rank q
//PERFORM FINAL CLASSIFICATION ON TEST DATA
For each sample in X_test, do,

distance := distance to closest antibody from initial_antibodies
If distance <= threshold, then,

label := 1 (abnormal)
Else,

label := 0 (normal)
End If

End For

Table 3
Evaluation metrics and corresponding equations

Metrics Equation

Accuracy (TP + TN)/(TP + FP + TN + FN)
Recall TP/(TP + FN)
Precision TP/(TP + FP)
F1-score 2 * TP/(2 * TP + FP + FN)
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conditions, covering seven major diagnostic categories and twelve
specific disorders. Categories include Schizophrenia, Mood
Disorders (including depressive and bipolar disorders), Anxiety
Disorders, Obsessive-Compulsive Disorder, Addictive Disorders,
and Trauma and Stress-Related Disorders, in addition to the
Control Group. Subjects with Neurological, Neurodevelopmental,
or Neurocognitive disorders were excluded from the dataset to
maintain focus on psychiatric conditions.

The dataset is characterized by high dimensionality, consisting
of 1148 features, including the target variable. For signal processing,
EEG data were transformed into the frequency domain utilizing FFT
and analyzed using a sliding window technique which minimized
noise. Power Spectral Density (PSD) values were calculated for
each frequency band, including delta (1–4 Hz), theta (4–8 Hz),
alpha (8–12 Hz), beta (12–25 Hz), high beta (25–30 Hz), and
gamma (30–40 Hz). FC values were computed using coherence
across channels to capture synchronization between brain regions.
In addition, the dataset includes patient demographic and clinical
details such as unique ID, sex, age, date of EEG recording,
education level, IQ, and diagnosis (both main and specific
disorders). A detailed description, including the EEG pre-
processing steps, is available in the original study, which includes
down-sampling, Butterworth filtering, artifact rejection, and FFT
for frequency domain analysis [15].

4.2. Evaluation of NSCAD

4.2.1. Cross-validation findings
The NSCAD model underwent 10-fold cross-validation to

ensure its reliability and generalizability, as shown in Table 4.
This process involved tuning the model’s hyperparameters to
optimize the chosen metrics. It demonstrated a high precision
score of 0.889, indicating its ability to accurately identify
anomalies with minimal false positives. Additionally, it achieved
recall, F1-score, and accuracy scores of 0.834, 0.860, and 0.758,
respectively, reflecting its sensitivity and overall effectiveness in
anomaly detection.

4.2.2. Testing
Performance was further validated on unseen test data using the

optimal parameters identified with cross-validation. A 2D
visualization using t-SNE was plotted for the hierarchical
clustering results, applied to normal samples. This was to provide
deeper insight and is shown in Figure 2. In this plot, Dimension 1
and Dimension 2 represented the coordinates in the 2D space
generated by t-SNE. These dimensions captured the structure and
clustering patterns of the data in a lower-dimensional space. This
visualization provided insights into the distribution and separation
of normal samples within the reduced feature space.

Furthermore, the model had exceptional precision (0.922), recall
(0.826), F1-score (0.872), and accuracy (0.778) on the test dataset.

4.3. Comparative analysis: NSCAD model
vs. one-class SVM

A comparative analysis with One-class SVM, shown in Table 5,
highlighted the NSCADmodel’s strengths and areas for improvements.

While the One-class SVM slightly outperformed NSCAD in
precision, NSCAD was better when it came to recall, F1-score, and
accuracy. The higher precision of One-class SVM may be due to its
semi-supervised learning approach, which is effective in identifying
clear-cut anomalies. However, this might not be as sensitive to
subtler variations in EEG data associated with mental health
disorders, which could explain its lower recall and overall accuracy.

4.4. Statistical analysis

4.4.1. Variance homogeneity via Levene’s test
Levene’s test was used to assess the homogeneity of variance for

Mean PSD and Mean FC among different mental health disorder
groups and the control group. This test is calculated as in Equation (4).

W ¼ N� kð ÞPk
i¼1 Ni Zi � Z

� �
2

k� 1ð ÞPN
i¼1 Zij � Zi

� �
2 (4)

where N is the total sample size, k is the number of groups, Ni is the
sample size for the ith group, Z is the mean of the ith group, and Zij is
the jth observation in the ith group.

Table 4
Cross-validation results

Metrics Precision Recall F1 score Accuracy

Score 0.889 0.834 0.860 0.758
K 30 10 10 10
ncluster 7 3 3 3
numgenerations 30 10 10 10
thresholdpercentile 60 50 50 50
memorypercentile 60 50 50 50

Figure 2
Visualization of clusters (t-SNE)

Table 5
Comparative performance analysis between NSCAD model and

one-class SVM

Metric NSCAD OC SVM

Precision 0.922 0.925
Recall 0.826 0.479
F1 Score 0.872 0.631
Accuracy 0.778 0.489
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The majority of comparisons resulted in non-significant
p-values (greater than 0.05), suggesting consistent variance among
groups. However, for individuals with anxiety disorders,
significant p-values (less than 0.05) were observed, indicating
potential differences in variance for both Mean PSD and Mean FC
when compared to the control group. This suggests that while
most mental health disorders may not exhibit significant variance
differences compared to the control group, individuals with
anxiety disorders might display distinct brain connectivity patterns.

4.4.2. T-test findings
The independent t-tests provided further insights into potential

mean differences in Mean PSD and Mean FC between the groups.
We calculate the t-tests as in Equation (5).

t ¼ X1 � X2

sp
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n1
þ 1

n2

q (5)

where X1 and X2 are the sample means, sp is the pooled standard
deviation, and n1 and n2 are the sample sizes. Remarkably,
comparisons involving trauma and stress-related disorder and
schizophrenia against the control group demonstrated significant
differences in mean PSD. Similarly, significant differences in mean
FC values were observed between the trauma and stress-related
disorder, as well as anxiety disorder groups, and the healthy control
group. Results indicate distinct neural mechanisms potentially
associated with these disorders, offering valuable insights for targeted
interventions and understanding specific neural patterns.

4.5. Discussion

4.5.1. Implications for mental health research
Compared to traditional methods such as SVM, RF, and EN

models, NSCAD provides a novel approach to identifying subtle and
diverse abnormal patterns characteristic of mental health disorders.
This is important in the context of diagnosis, where conventional
classification may not fully capture the nuances in EEG data. The
study from which the dataset originated achieved a mean AUC of
87.59% using EN models [15], highlighting the efficacy of ML in
psychiatric disorder diagnosis. Another ML study addressed the
classification of healthy individuals and those with Schizophrenia,
using different classifiers that achieved varying accuracies: 85.71%
for the Ada-Boost Classifier with Central electrodes, 80.00% for the
Gradient-Boosting Classifier with Parietal-Occipital electrodes,
76.67% for the Decision-Tree Classifier & Ada-Boost Classifier with
Frontal-Prefrontal electrodes, and 78.75% for the XGBoost Classifier
with the combination of Central, Parietal-Occipital, and Frontal-
Prefrontal electrodes [25]. Importantly, the NSCAD model’s
anomaly detection capabilities offer an additional layer of insight for
identifying more complex patterns.

When comparing the NSCADmodel with other studies based on
medical diagnosis, Ba-Karait’s work [20] achieved remarkable
accuracies in epilepsy diagnosis using a hybrid combination of
PSO and NSA. Using training-test datasets partitions of 50–50%,
60–40%, and 10-fold cross-validation, the model achieved
accuracies of 99.44%, 99.60%, and 99.66%, respectively. Similarly,
another study [21] employed the AIRS algorithm with a fuzzy
resource allocation classifier on the same dataset and achieved
classification accuracies of 99.81%, 100%, and 100% on different
trained and tested partitions. Furthermore, in a study [19] that used
the same publicly available dataset, ANN and AIS were employed,
achieving an accuracy of nearly 100% with 100 iterations and 0.05

mutation rate. Additionally, its average success rate was 95% for all
test scores. It is important to recognize that these approaches
targeted different medical contexts, whereas the NSCAD model in
the current study focused on anomaly detection in EEG data for
mental health disorders, providing a complementary perspective.

Bidgoli et al.’s generative adversarial networks (GAN)-based
approach for EEG anomaly detection achieved an AUC of 72%
using GANomaly on the Temple University Hospital’s abnormal
EEG corpus dataset, outperforming One-Class SVM, Isolation
Forest, and One-Class CNN. Unlike GAN-based models, which
reconstruct normal data distributions, NSCAD uses a clustering-
based, immune-inspired approach for anomaly detection, refining
patterns through optimization to improve sensitivity to psychiatric
conditions [28].

Compared to the NSCAD model, which relies on handcrafted
distance thresholds and immune-inspired optimization, SincVAE
leverages deep learning for adaptive feature extraction and
anomaly detection. While NSCAD’s clustering-based approach
offers interpretability, its reliance on predefined recognition radii
may limit generalization. In contrast, SincVAE’s probabilistic
latent space enables greater flexibility in handling unseen
anomalies. Nevertheless, NSCAD’s clustering-based approach and
immune-inspired optimization provide a level of transparency and
interpretability, allowing for better understanding of how
decisions are made during anomaly detection. This is crucial in
clinical settings where transparency is needed for validation and
trust in the model’s outputs [29].

The NSCAD model uses a hybrid approach inspired by the
immune system, refining antibodies through mutation and selection
for robust anomaly detection, but lacks the flexible feature
extraction capabilities of deep learning models like GATs-LSTM [30].

4.5.2. Limitations of this study
While NSCAD demonstrates promise, one limitation pertains to

overfitting. Rigorous validation including k-fold cross-validation
and parameter tuning were used in our study to mitigate this, but
more efforts are needed to ensure its reliability on unseen data.

In addition, we did not specifically address the issue of dataset
imbalance in this study. The dataset used was heavily imbalanced,
with 95 healthy control samples and 850 mental illness samples,
which may have affected the generalizability of the results. Future
work should explore strategies to handle such imbalances during
training, such as oversampling or cost-sensitive learning, to
improve performance on underrepresented classes.

Lastly, the study employed a specific public dataset, which could
introduce bias or limitations. To ensure the model’s performance
across diverse scenarios and its generalizability, diverse clinical
datasets with varying characteristics should be explored.

5. Conclusion

This study introduced the NSCAD model for detecting
anomalies in EEG data associated with mental health disorders. It
performed well, compared to traditional classification-focused
models. We showed generally better performance over the One-
class SVM, not only in terms of accuracy but in its maintaining
balanced anomaly detection, even with imbalanced datasets.

However, further work is needed to address overfitting. This
may be done by incorporating additional methods such as L1 and
L2 regularization to penalize excessive model complexity and
enhance generalization. Furthermore, in order to optimize the
precision-recall trade-off, the use of more diverse datasets will
likely yield better results.
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Future research will focus on improving the interpretability of
the NSCAD model, giving medical professionals more trust and
confidence in validating its outputs. While the model shows
potential for identifying anomalies in EEG data, the current study
did not include specific examples or tests demonstrating how
these outputs could be directly interpreted in clinical practice.
Future work should include developing interpretability tools, such
as visualizations of the detected anomalies or integrating medical
decision-support systems to ensure the outputs are understandable
and actionable by healthcare providers [31–33].
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