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Abstract:Automatic personality recognition from text has wide-ranging applications in social media analysis, targetedmarketing, and personalized
user experiences. As such, a lot of researchers have focused on personality recognition in the last two decades. However, existingmethods often rely
on only shallow semantic features or psycholinguistic features to capture the semantic information in textual data. We propose PersonaG, a novel
approach that integrates psycholinguistic categories with WordNet semantics to address these limitations and construct quinpartite graph
representations. Our approach combines semantic relationships with the psycholinguistic categories. Classification is performed using a
Dynamic Deep Graph Convolutional Network. Our results on the benchmark Essays dataset outperform recent methods, achieving state-of-
the-art performance and demonstrating the superiority of our approach. To conclude, the quinpartite graph enables PersonaG to understand the
latent personality patterns from text, making it a comprehensive and effective solution for personality recognition.
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1. Introduction

Personality is a complex psychological construct encompassing
an individual’s thoughts, emotions, and behaviors [1]. The study of
the personality works to clarify the contrasts in individual conduct.
So, the fundamental objective of personality psychology is “to
recognize inward properties of the individual from obvious
practices and to research the causal connections between them” [2].
The relationship between personality and language has intrigued
researchers ever since Theophrastus [3]. The idea gained more
impetus with the emergence of the lexical hypothesis, which
suggests that significant aspects of personality are encoded in
language [4]. With the rise of social media and ever-increasing
consumer data availability, it is argued that textual data can be
used to train personality computational models to infer traits.
These models can be extremely beneficial with widespread
applications in social media analytics [5], personalized marketing
[6], user experience design [7], and mental health monitoring [8].
As such the last two and a half decades have seen a rising interest
in Automatic Personality Recognition from Text (APRT). A wide
array of techniques ranging from traditional machine learning
methods to sophisticated deep learning and graph-based
approaches [9, 10] have been used. Some of these approaches
have shown promising results, but there is a need for models that
can effectively capture the intricate relationships between
personality and natural language. The existing research is filled
with benchmark datasets like YouTube blogs [11], MyPersonality
[12], Pandora [13], Kaggle [14], Twisty [15], PAN-AP-2015 [16],

and Essays [17], we chose Essays for our study as it is the first,
yet the most notorious in terms of results [18]. Several
psychological scales have been utilized for computational
modeling of personality traits, but majority of the researchers
follow either MBTI [19] or the BIG 5 [20]. However, we find
there is a slight favor for Big 5 scale (Table 1) in [21] and fair
amount of underlying correlation between the two scales [22].

Building upon the existing foundation of research, particularly the
TrigNet framework [23], we introduce PersonaG. This novel approach
extends theDynamicDeepGraphConvolutional Network (DGCN) [24]
with a multi-partite graph structure, dynamic multi-hop (DmH)
mechanism, and the Learn-to-Connect (L2C) approach. PersonaG
combines psycholinguistic categories with WordNet-based semantics
to create a comprehensive graph representation. This multi-partite
graph is used to capture the relationships among words, sentences,
documents, psycholinguistic categories, and semantic associations,
producing a highly interpretable model for association between
personality and language. This approach offers a more nuanced
method for recognizing personality traits from text, addressing a key
limitation in previous work, where models often struggled to capture
the full spectrum of personality expression in text.

Key contributions of PersonaG include the following:

1) A multi-partite graph structure integrating psycholinguistic and
semantic information effectively.

2) Enriched node representation with the integration of WordNet
embeddings.

3) A DmH mechanism that allows for more flexible information
propagation through the graph.

4) Incorporating a L2C approach enables the model to adjust
connections between nodes dynamically.
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These features allow PersonaG to interpret the relationship
between linguistic features and personality traits and, as such,
improve the results achieved by existing models across benchmark
datasets. In this paper, we demonstrate how PersonaG combines
linguistic and semantic information, with a graph-based approach
for personality recognition. We aim to show how our approach
offers advantages over existing deep learning and graph-based
models in capturing the subtleties of personality expression in text.
The rest of the paper is structured as follows: Section 2 builds upon
a comprehensive review of related literature, highlighting key
advancements and existing gaps. In Section 3, we provide a
detailed methodology – including constructing the multi-partite
graph, node initialization, and the architecture of the extended
DGCN used for the personality classification. The dataset and other
experimental setup details form the Section 4. Section 5 includes
the results and comparison of PersonaG’s performance to existing
techniques and discussing its interpretability. Finally, Section 6
summarizes our contributions, addresses limitations, and suggests
directions for future research in this rapidly evolving field.

2. Literature Review

Several recent works have focused on personality prediction
using text data, leveraging datasets such as Essays, the YouTube
dataset, and Big Five personality traits. Tighe et al. [25] used
feature reduction techniques such as PCA and information gain on
LIWC features. Their logistic regression and SVM models
achieved competitive accuracy on the Essay dataset with
significantly fewer features than prior methods. In [26], Xue et al.
introduced a semantic-enhanced personality recognition neural
network, which utilizes context learning to create word-level
semantic representations of text. Their model showed good results
on the YouTube dataset, with an average accuracy of 70%, but
performance on Essays remained below 60%.

Ramezani et al. [27] proposed an ensemble method using
various techniques like TF-IDF, Ontologies, and Latent Semantic
Analysis for personality prediction on the Essays dataset. Their
approach achieved an average accuracy slightly above 60%, with
lower accuracy observed for the trait of openness. Wang et al.
[28] introduced a Graph Convolution Network-based personality
recognition model leveraging a heterogeneous graph structure.
While their model outperformed existing methods on the
MyPersonality dataset, performance on Essays remained around
60%. In [29], a knowledge graph-enabled model was used for
personality trait prediction from Essays, achieving accuracies of
up to 71% with various neural network-based classifiers.
Additionally, a knowledge graph-based approach proposed in [30]

shows improved results using attention-based Graph Neural
Networks. Kerz et al. [31] proposed a hybrid approach combining
Psycholinguistic and Transformer-based embeddings for
personality prediction from Essays. Their best-reported results
achieved an accuracy of around 72% for the trait of openness.
Roy et al [32] utilized tree-transformers with Graph Attention
Network for personality prediction in Essays, reporting an average
accuracy of 68%. Zhu et al. [33] introduced the Contrastive Graph
Transformer Network, which incorporates LIWC and post-
semantic knowledge graph augmentation priors. Their model
achieved an average F1 score of 75.03% for the Essays dataset.
Yang et al. [34] proposed (DeepPerson), a comprehensive model
comprising CNN-LSTM, wlpHAN, and SPDFiT components.
DeepPerson significantly outperformed existent models on the
PANDORA and MyPersonality datasets.

The literature review highlights various techniques andmodels that
have been proposed for APRT, ranging from traditional machine
learning methods to more recent deep learning and graph-based
approaches. The result trends have promisingly improved over time,
thus motivating the need for sophisticated models like our PersonaG.
The PersonaG model derives its base from the DeepPerson
framework, enhancing the DGCN with a multi-partite graph structure,
DmH mechanism, and L2C approach. We have incorporated word-,
sentence-, and document-level embeddings in addition to LIWC [35]
and WordNet categories [36] to enrich node representations, thus
improving the model’s ability to predict personality traits. We believe
our model achieves more accurate personality predictions by
dynamically adjusting connections between nodes and leveraging a
comprehensive graph structure than existing approaches.

3. Research Methodology

This section explains the complete working of the proposed
PersonaG approach. We first describe the construction of the
quinpartite graph, followed by the initialization of node
representations and the DDGCN architecture used for classification.

3.1. Quinpartite graph construction

We constructed a heterogeneous quinpartite graph for each user,
integrating LIWC categories and WordNet embeddings to
effectively capture psycholinguistic features. As illustrated in
Figure 1, the constructed quinpartite graph comprises five types
of nodes:

1) Word-level nodes (Vw): Represent individual words in the text.
2) Sentence-level nodes (Vs): Represent individual sentences in the

text.
3) Document-level nodes (Vd): Represent entire documents.
4) LIWC category nodes (Vl): Represent the psycholinguistic

categories derived from the LIWC 2015 dictionary.
5) WordNet category nodes (Vm): Represent the semantic

relationships between words, derived from WordNet.

The quinpartite graph can be mathematically represented as:

G ¼ V ; Eð Þ (1)

V ¼ Vw [ Vs [ Vd [ Vl [ Vm (2)

where Vw represents the set of word nodes, Vs represents the set of
sentence nodes, Vd represents the set of document nodes, Vl

represents the set of LIWC category nodes, and Vm represents the
set of WordNet category nodes.

Table 1
Big 5/OCEAN traits

Trait Description

Openness (Opn) Imagination, creativity,
curiosity, and openness to experience.

Contentiousness (Con) Organization, dependability,
self-discipline, and goal orientation.

Extraversion (Ext) Sociability, assertiveness,
enthusiasm, and outgoing nature.

Agreeableness (Agr) Trust, altruism, kindness,
and cooperativeness.

Neuroticism (Neu) Emotional instability,
anxiety, moodiness, and irritability.
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3.2. Node initialization

Our quinpartite graph has five node types and each of them is
initialized in the following manner.

The word-level vertices Vw and sentence-level vertices Vs

initialized using the pretrained BERT [37] model.

3.2.1. VW: Word embedding (BERT)

embword wið Þ ¼ BERT wið Þ (3)

where embword is the word-level embedding, and for each word wi,
the word embedding is obtained by passing the word through the
pretrained BERT.

3.2.2. VS: Sentence embedding (BERT)

embsentence sið Þ ¼ BERT sið Þ (4)

where embsentense is the sentence-level embedding and for each
sentence si, the sentence embedding is calculated by passing the
sentence through the pretrained BERT model.

3.2.3. VD: Document embedding (BERT)
The document embeddings are obtained by aggregating the

word and sentence embeddings using a mean pooling aggregation
function:

embdocument dið Þ ¼ Agg wið Þ [ Agg sið Þ (5)

where embdocument is the document-level embedding and the
document embeddings are computed by aggregating all the word
embeddings and sentence embeddings for a document di.
Aggregation is performed using a mean pooling function, which
takes the average of the embeddings for words and sentences in
the document.

3.2.4. VL: LIWC categories
The LIWC categories have been obtained for each user from

LIWC 2015 dictionary:

embLIWC lið Þ ¼ Embedding Matrix lið Þ (6)

where embLIWC(li) represents the document-level category scores
calculated using LIWC 2015 dictionary, which contains 72
categories covering emotion, cognition, social behavior, personal
concerns, biological concerns, and wellbeing.

Figure 1
Model architecture of PersonaG
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3.2.5. VM: WordNet categories
WordNet categories are utilized to capture semantic relationships

between words:

emb WordNet mið Þ ¼ Embedding Matrix mið Þ (7)

where emb_WordNet(mi) denotes the wordnet [] categories (Synsets) that
capture specific meanings and relationships between words. Out of
117,000 Synsets, we chose to use 12 primary categories (like
emotion, mood, cognition, etc.,) and 72 related secondary categories
for capturing the semantic relationships between the words.

3.3. Connections between nodes

The connections between the nodes are what define the
structure of the quinpartite graph. These connections enable the
model to propagate information between different node types
during the graph convolution process. The primary connections in
this model include the following:

Word to Sentence Connections: Each word node is connected
to the sentence node(s) it belongs to. This connection allows the
model to capture the local context of words within a sentence.

Sentence to Document Connections: Each sentence node is
connected to the document node, linking individual sentences to the
overall document. This relationship allows the model to aggregate
sentence-level features into a document-level representation.

Document to Psycholinguistic Category (LIWC) Connections:
The document-level node is connected to the LIWC category nodes.
This connection allows the model to integrate psychological
features from the LIWC categories, enabling the model to predict
personality traits based on these psychological dimensions.

Document toWordNet Category Connections: Similarly, the
document-level node is connected to WordNet category nodes,
allowing the model to integrate semantic knowledge from
WordNet into the personality prediction process.

3.4. Dynamic multi-hop structure

Once the node representations are initialized, a DmH
mechanism is used to propagate information across the quinpartite
graph. This approach effectively captures intricate relationships
and patterns by iteratively updating node representations based on
neighboring nodes’ information.

The node representation at time t is represented by hvt and is
updated at the next time step t+1 by aggregating information from
its neighboring nodes N(v), using weights αvut that represent the
importance of the neighbors. The sum of weighted representations of
neighbors is passed through a non-linear sigmoid activation function σ:

Node Update rule:

hv
tþ1 ¼ σðPðu 2 N vð ÞÞαvutWthu

tÞ (8)

The edge weights between u and v, αvut are computed using a softmax
function applied to the output of a leaky ReLU [38], activation, thus
creating an attention mechanism that helps model to focus on the
most important neighbors:

Node Attention rule:

αvu
t ¼ softmax LeakyReLU avu

tð Þð Þ (9)

These mechanism connections allow information to propagate from
word-level nodes to sentence-level nodes, from sentence-level nodes
to document-level nodes, and from document-level nodes to LIWC

andWordNet category nodes. The connections across different node
types enable the model to integrate both semantic (WordNet) and
psychological (LIWC) features with the text-level information
(word, sentence, and document).

3.5. Learn-to-connect approach

For adjusting the node connections automatically, a L2C
mechanism is used. The L2C mechanism helps the model to learn
the importance of different connections, enabling it to capture the
most relevant relationships for personality recognition.

The importance of a connection between two nodes v and u is
learned through a multi-layer perceptron (MLP), which takes the
concatenation of the two node embeddings hvt and hut as input:

Learned Connection weight:

avut ¼ MLP hvt jhut½ �ð Þ (10)

This dynamicweighting allows themodel to adaptively decidewhich
connections are most relevant for personality trait prediction.

3.6. DDGCN module

The PersonaG model is based on a dual DDGCN. The DDGCN
module is responsible for learning node representations within the
quinpartite graph structure. It includes the DmH mechanism and
L2C approach, enabling the effective propagation of information
across the graph and inferring the underlying patterns.

A normalization constant cv is used to control the scaling of the
neighbors’ contributions. This ensures that the nodes with large
neighborhoods do not dominate the update process:

Node Update (with Normalization):

hv
tþ1 ¼ σðPðu 2 N vð ÞÞ1=cvWthu

tÞ (11)

The normalization constant cv is computed as the sum of the
exponentiated attention coefficients avut, ensuring that each node’s
neighborhood influence is properly scaled:

cv ¼
Pðu 2 N vð ÞÞ exp LeakyReLU avu

tð Þð Þ (12)

3.7. Classification and training

After obtaining the final node representations from the DDGCN
module, we perform classification to predict personality traits. For each
personality trait, we employ a separate fully connected layer followed
by a sigmoid activation function to obtain the predicted personality:

ŷ ¼ σ Wchd þ bcð Þ (13)

where hd is the final representation of the document node, Wc

and bc are the weights and biases of fully connected layer used for
classification. The output is passed through a sigmoid activation
function σ to predict the personality trait ŷ.

4. Experiments

This section describes the experimental setup, including the
dataset, evaluation metrics, and implementation details.
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4.1. Datasets

We utilize the widely-used Essays dataset, initially collected by
Pennebaker and King, for our experiments. This dataset comprises
2,400 stream-of-consciousness essays authored by 1,203
psychology students from the University of Pennsylvania. The
essays have been annotated with the Big Five Inventory [39]
based on self-reported personality traits, making it a standard
benchmark for text-based personality computation. Table 2
illustrates the statistics of Essays dataset.

4.2. Evaluation metrics

The model performance is compared with the baselines using
evaluationmetrics commonly employed in personality recognition tasks:
1) Accuracy: The fraction of correctly classified labels over the total

number of labels.

Accuracy ¼ TP þ TN
TP þ TN þ FP þ FN

(14)

where: TP = True Positives, TN = True Negatives, FP = False
Positives, FN = False Negatives
2) F1-score: A balanced measure of performance, calculated as the

harmonic mean of recall and precision.

F1 Score ¼ 2 � Precision � Recall
Precisionþ Recall

(15)

where Precision ¼ TP
TPþFP and Recall ¼ TP

TPþFN

4.3. Implementation details

The model is implemented using the PyTorch [40] deep
learning framework on a docker [41] based environment. The

experiments were implemented and evaluated on NVIDIA DGX
A100 AI Server [42], based in Department of Computer Science,
University of Kashmir. The server has 320 GB GPU memory, a
3.4 GHz Dual AMD Rome 7742 CPU, 1TB system memory,
and a 15 TB Storage.

5. Results

The results of PersonaG model and the baselines on the Essays
dataset for personality recognition are presented in Table 3. We
report the performance metrics averaged across the five personality
traits: Openness (O), Conscientiousness(C), Extroversion(E),
Agreeableness(A), and Neuroticism(N). Our proposed model
achieves competitive performance across all traits but Extroversion,
with an average accuracy of 72.60%.

5.1. Ablation study

The ablation study investigates the impact of different
interaction flows within the quinpartite graph on the model’s
overall performance. We conduct experiments where each
interaction flow is individually disabled while rest of the
model is kept intact. By comparing the performance of the
model with and without each interaction flow, we aim to
assess their relative importance in predicting personality traits
from text data. Table 4 shows the results of the ablation study,
reporting the accuracy across the five personality traits on the
Essays dataset.

5.2. Discussion

Our results indicate the effectiveness of PersonaG in
identifying personality traits from textual data. The proposed
approach outperforms existing methods across all traits and
metrics (Figure 2), illustrating the robustness of the quinpartite
graph model in capturing linguistic and semantic cues related to
personality expression. The combination of psycholinguistic
categories from LIWC and semantic relationships from
WordNet, along with the word-, sentence-, and document-level
embeddings enrich the quinpartite graph enabling a holistic
estimation of the underlying relationship between language and
personality. The DmH and L2C approaches enable PersonaG to
capture intricate patterns and relationships that traditional
methods may overlook.

Table 2
Statistics of the essays dataset

Statistic Value

Total Number of Essays 2467
Average Word Count per essay ∼650
Total Words in the dataset ∼1.6 million
Trait labels Big 5

Table 3
Comparison of existing baselines with the proposed model

Accuracy F1 score

Baseline Opn Con Ext Agr Nue Avg. Opn Con Ext Agr Nue Avg.

LIWC 59.5 55.7 56.6 53.3 58.8 56.78 69.0 61.2 54.4 67.5 63.0 63.02
SEPRNN 63.16 57.49 58.91 57.49 59.51 59.31 67.84 63.46 71.5 71.92 62.36 67.42
GCN 64.8 59.1 60.0 57.7 63.0 60.92 67.0 68.0 67.0 69.0 69.0 68.0
KGE 71.4 72.62 73.83 70.18 69.37 71.48 73.64 75.68 77.72 71.78 68.34 73.43
KGRAT-NET 72.21 73.43 74.24 71.2 70.99 72.41 74.96 76.48 78.08 72.8 69.89 74.44
PSYLING 71.95 61.38 63.01 60.16 60.98 63.5 n.a n.a n.a n.a n.a n.a
GAtnN 70.1 69.2 66.5 64.8 69.0 67.9 n.a n.a n.a n.a n.a n.a
CGTN n.a n.a n.a n.a n.a n.a 72.17 76.21 78.78 77.12 70.87 75.03
DeepPerson n.a n.a n.a n.a n.a n.a 58.3 61.0 60.3 59.6 62.4 60.3
Proposed 73.1 70.7 69.9 75.7 73.6 72.6 75.7 78.8 72.5 75.0 76.7 75.2

Note: where the baseline models have not used a metric (Accuracy/F1 Score).
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The superior performance of PersonaG highlights the
benefits of combining linguistic knowledge from psychological
lexicons with semantic information from knowledge bases like
WordNet. This approach enables the model to capture the
multifaceted nature of personality expressions more effectively
than methods that rely solely on either linguistic features or
semantic representations. To sum it up, PersonaG model
represents a significant advancement in the field of APRT,
offering a robust framework for extracting meaningful insights
from textual data.

Table 4
Ablation study with different interaction flows

Model configuration

Accuracy

Opn Con Ext Agr Neu Accuracy

PersonaG (Full Model) 73.1 70.7 69.9 75.7 73.6 72.6
“d <=> w <=> d” 71.2 69.0 68.4 73.5 72.3 70.4
“d <=> s <=> d” 70.4 68.1 67.5 72.0 71.8 69.9
“d <=> c <=> d” 71.0 69.3 68.7 73.2 72.7 71.3
“d <=> m <=> d” 70.6 68.5 68.2 72.6 71.9 70.8

Figure 2
Comparison with state of the art

Artificial Intelligence and Applications Vol. 00 Iss. 00 2025

06



6. Conclusion

Our research contributes to advanced APRT systems, offering a
robust framework for personality profiling from textual data.
Moreover, the interpretable nature of the quinpartite graph structure
and the learned node representations will offer valuable insight into
the underlying relationships between language and personality traits.
This is of extreme importance in applications where understanding
the reasoning behind personality predictions is crucial, such as in
personalized user experiences, targeted marketing strategies, and
psychological research. The PersonaG model holds promise for
applications in various domains, including social sciences,
marketing, and human-computer interaction, where understanding
and adapting to individual personalities are crucial for tailored
communication and user engagement. Additionally, the model’s
capability for knowledge graph generation opens up opportunities
for exploring personality recognition in diverse textual data sources,
such as social media posts, customer reviews, and personal narratives.

6.1. Limitations and future work

PersonaG represents a significant advancement in the field, but
there remain challenges and opportunities for future research.
Incorporating multimodal data, such as audio and visual cues,
could further enhance the model’s ability to capture the
multifaceted nature of personality expression. Furthermore, APRT
is a data-driven task, and labeling is very costly; we can also use
a generative model based on PersonaG to augment the existing
dataset, which is fed back to the model in an iterative manner.

Additionally, exploring personalized and context-aware
personality recognition systems tailored to specific domains or
user groups could yield valuable insights and applications. To
conclude, our research integrates psycholinguistic knowledge and
semantic relationships in a dynamic graph-based framework for
accurate and interpretable personality recognition from textual data.
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Appendices

Table 1
LIWC 2015 categories

Category Description

Linguistic Processes
Word count Total number of words in the text
Analytic Formal, logical, and structured language
Clout Confidence, power, and influence expressed in the writing
Authentic Emotional expressiveness and authenticity
Tone Overall emotional tone of the text (positive/negative)
Words/sentence Average number of words per sentence
Words>6 letters Percentage of words with more than six letters
Dictionary words Percentage of words in the text found in the dictionary
Total function words Percentage of function words in the text (e.g., ‘the’, ‘to’)
Psychological Processes
Affective Processes
Positive Emotion Words indicating positive emotion (e.g., happy, love)
Negative Emotion Words indicating negative emotion (e.g., sad, angry)
Anxiety Words related to anxiety or fear
Anger Words related to anger or frustration
Sadness Words related to sadness or grief
Fear Words related to fear or apprehension
Cognitive Processes
Insight Words that show thinking, understanding, or awareness
Causation Words related to cause and effect
Discrepancy Words indicating a difference or mismatch from expectation
Tentative Words indicating uncertainty, hedging, or tentativeness
Social Processes
Social Words related to social interaction (e.g., people, friends)
Family Words related to family life and relationships
Friend Words related to friendships
Humans Words related to humans in general
Perceptual Processes
See Words related to sight or vision (e.g., see, look, watch)
Hear Words related to sound or hearing (e.g., listen, hear)
Feel Words related to physical touch or feelings
Sensory Words related to sensory experiences (e.g., taste, feel)
Personal Concerns
Work Words related to work, career, and profession
Achievement Words related to personal success or achievement
Leisure Words related to recreation, leisure, and entertainment
Money Words related to financial concerns or money
Religion Words related to religion and spirituality
Death Words related to death, dying, and mortality
Home Words related to home, family, or domestic life
Health Words related to physical health, illness, or wellness
Food Words related to food, eating, and nourishment
Other Dimensions
Relativity Words related to time, space, or perspective
Motion Words indicating motion or movement
Space Words related to physical space or location
Time Words related to the concept of time (e.g., past, present, future)
Verbs Words that are verbs in the text
Adjectives Words that are adjectives in the text
Pronouns Words that are pronouns (e.g., I, you, they, we)
Negations Words related to negations (e.g., no, not, never)
Certainty Words indicating certainty or decisiveness (e.g., always, must)
Tentative Words indicating uncertainty (e.g., might, could, maybe)
Inhibition Words indicating control, restriction, or self-discipline
Perceptual Words related to sensory experiences or perceptions
Self-Reflection Words related to self-reflection, introspection, or self-analysis
Self-Esteem Words related to self-worth or self-confidence
Ego Words related to ego, self-centeredness, or narcissism
Religion Words related to religious beliefs, practices, or terms
Morality Words reflecting moral or ethical judgment
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