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Abstract: Pregnancy and childbirth are critical periods, with complications like preterm birth presenting serious risks to both mother and baby.
Preterm birth is defined as delivery before 37 weeks of gestation. It poses serious health risks to newborns, including respiratory
complications, developmental delays, and long-term disabilities. Early prediction of preterm birth can enable timely interventions to
reduce these risks and improve maternal-fetal health outcomes. This paper proposes a machine learning-based framework for preterm
birth prediction using a blended approach. This approach combines multiple classifiers into blended model to enhance the prediction
accuracy. Feature selection techniques such as variance threshold, Pearson’s correlation, and mutual information are applied exclusively
to the training set to enhance model performance. The proposed blended model consistently outperforms the standalone base models. It
achieves the highest accuracy of 74.61%, precision of 71.83%, recall of 70.94%, F'1 score of 71.38%, and an area under the curve
(AUC) of 84.56% during 5-fold cross-validation. For holdout testing, it also maintains a superior performance with an accuracy of
73.82% and AUC of 83.91%. Additionally, explainable artificial intelligence techniques are applied to interpret the model’s predictions.
It identifies that abnormal amniotic fluid, prenatal care, and household income have a substantial impact on predicting both preterm and
normal birth outcomes. The proposed approach shows strong potential for real-world healthcare applications to offer clinicians valuable

insights for early preterm birth intervention.
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1. Introduction

Pregnancy typically lasts around 40 weeks [1]. During this time,
the baby develops and grows inside the womb. This period known as
gestation is crucial for the baby’s health and development. A full-
term pregnancy allows the baby to reach important milestones that
prepare it for life outside the womb [2]. However, when labor
begins before 37 weeks, it results in a preterm birth [3]. Preterm
birth is a significant concern because it often leads to various
health challenges for the newborn. Globally, around 15 million
babies are born preterm each year [4]. This represents more than
one in ten of all live births. The rates of preterm births are
particularly high in low- and middle-income countries [5]. The
estimated national preterm birth rates in 2020 on the world map
are depicted in Figure 1 [6], that shows the global prevalence of
this significant medical issue [6]. Factors like inadequate prenatal
care and maternal health issues contribute to the problem.

The South Asia and sub-Saharan Africa regions contribute to
49% and 40% of all neonatal deaths caused by preterm,
respectively [7]. Complications arising from preterm birth are
responsible for nearly one million deaths annually [8]. These
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complications can also lead to long-term disabilities in survivors.
This makes preterm birth a critical issue in global health. Preterm
birth significantly impacts the health of both the mother and the
baby at various stages of life. For the mother, preterm labor often
leads to physical and emotional stress [9]. She may experience
anxiety and fear about the health of her baby, especially if the birth
occurs very early. Physically, the mother might face complications
related to the delivery, including infections or the need for
emergency interventions [10]. Additionally, the emotional toll of
caring for a premature baby, who may require intensive medical
attention, can lead to postpartum depression or anxiety [11].

For the baby, the consequences of being born preterm vary
depending on how early the birth occurs. In the fetal stage, preterm
birth interrupts crucial developmental processes. Organs like the
eyes, kidneys, lungs, brain, and heart may not be fully developed,
leading to immediate health challenges after birth [12]. As an
infant, a preterm baby is at higher risk for respiratory issues,
infections, and feeding difficulties [13]. These babies often require
prolonged stays in neonatal intensive care units to monitor and
support their development [14]. As they grow, preterm children
may face long-term health issues such as chronic lung disease,
vision and hearing impairments, and developmental delays [15].
The impact of preterm birth can extend into adulthood, where
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Figure 1
The visual overview of global estimated national preterm birth rates
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individuals may have an increased risk of chronic conditions like
hypertension, diabetes, and cardiovascular disease [16]. Therefore,
preterm birth affects health across the lifespan. It is a critical issue
for both the immediate and long-term well-being of the mother
and child.

Preterm birth imposes significant health and economic burdens.
Medical costs for premature infants are often several times higher than
those for full-term babies [17]. These costs stem from extended
hospital stays, specialized care, and long-term health complications
that may require ongoing treatment throughout life. Machine
learning (ML) offers a promising solution to address these
challenges by enhancing the ability to predict and manage preterm
births [18]. By analyzing medical datasets, ML models can identify
patterns and risk factors that traditional methods might overlook.
This enables early prediction of preterm births and appropriate
interventions [19]. Early detection not only improves health
outcomes for both the mother and baby but also reduces the
associated healthcare costs by preventing complications and
optimizing care pathways. By integrating ML into prenatal care,
healthcare providers can better allocate resources and deliver
personalized care [20]. This ultimately improves the quality of life
for millions of families affected by preterm birth.

Moreover, interpretability of prediction results using ML is
crucial in healthcare, where decisions affect patient lives [21]. For
preterm prediction, clinicians need models they can trust and
understand. This is where explainable artificial intelligence (XAI)
becomes essential. XAI makes ML models transparent by
showing how and why a prediction is made by highlighting key
factors like medical history [22]. This clarity helps clinicians
ensure that the model’s decisions align with medical knowledge
that enables them to use predictions confidently. The XAI
improves decision-making for preterm birth predictions by
bridging the gap between complex models and clinical needs.

1.1. Research gap
Despite significant advancements in understanding preterm

birth risk factors and complications, prediction remains a
challenge. This is due to the complex interplay of medical,
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genetic, and socio-environmental factors. Existing studies often
lack interpretability. This limits their integration into clinical
workflows. Furthermore, many studies focus on traditional
statistical methods or single ML models. These may not provide
robust or reliable results. Only a limited number of studies apply
blending techniques. Even fewer leverage XAI to interpret
predictions. To the best of the authors’ knowledge, there is only
one prior study that utilizes the same dataset for preterm birth
prediction. However, it does not explore blending models (BM) or
multiple feature selection techniques. This research addresses
these gaps by proposing a novel BM framework. It is augmented
with XAI and multiple feature selection techniques to improve
prediction accuracy and interpretability.

1.2. Research goal

The primary goal of this study is to enhance the prediction and
understanding of preterm births using ML. The study develops a BM
that combines the strengths of multiple standalone classifiers. It
incorporates feature selection techniques to achieve more reliable
predictions. Additionally, the use of XAl ensures that the predictions
are interpretable. This aids clinicians in making informed decisions.

1.3. Research question

To achieve the aforementioned research goal, this study seeks to
answer the following research questions:

1) Can a BM outperform standalone ML models in predicting
preterm birth?

2) What are the most informative and effective features for preterm
prediction using various feature selection techniques?

3) How can XAI methods enhance the interpretability of preterm
birth predictions and make them clinically actionable?

To provide a comprehensive overview, Section 2 continues to
expand the discussion on the body of knowledge available by
presenting recent works that focus on preterm prediction. Section 3
provides an overview of the main research methodology. It explains
the preterm prediction dataset and preprocessing techniques in a
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clear and precise manner. Furthermore, it provides a comprehensive
explanation of the proposed methodology for predicting preterm.
Section 4 presents the details of the prediction results and includes
a discussion subsection. In conclusion, Section 5 summarizes the
findings of this research and presents the conclusion. It also looks at
possible areas for subsequent research studies.

2. Literature Review

The literature review section focuses on examining the most recent
studies on the use of diverse materials and techniques to predict preterm
delivery. It highlights the latest advancements and discoveries in this
crucial preterm prediction field. Preterm birth is a leading cause of
newborn death. A recent study [23] utilized data from 9,550 pregnant
women in China from 2008 to 2018. At 27 weeks of gestation, the
random forest (RF) model had the greatest accuracy of 0.816 and
area under the curve (AUC) of 0.885, outperforming the other five
algorithms that were tested. It was discovered that magnesium levels,
fundal height, maternal age, and serum biomarkers were significant
predictive indicators. In another study [24], Raman spectroscopy was
utilized to investigate the maternal metabolome in the first trimester
plasma samples of patients who delivered preterm and those who
delivered at term. The study identified fifteen significant metabolites
predictive of preterm birth. The study highlights the importance of
features, i.e., maternal age and body mass index (BMI) as key
contributors to metabolic changes associated with preterm.

By including cytokine levels into models, this study [25] tried to
predict preterm birth. Two RF models were created using data from
pregnant women between 18 and 23.6 weeks of gestation: first an
adjusted model that concentrated on maternal age, interleukin-2, and
cervical length, and second one a comprehensive model with 12
variables. With an 87% detection rate and an AUC of 0.875, the
second adjusted model increased the prediction performance. Another
study [26] explored the use of prenatal oral microbiome to predict
preterm birth, involving 59 pregnant women with 30 in the preterm
birth group and 29 in the full-term birth group. The study identified 25
differentially abundant taxa, with 22 enriched in full-term births and 3
in preterm births. Based on nine most significant taxa, researchers
achieved 76.5% accuracy using RF classifier. This study suggests the
potential of using oral microbiome for preterm birth prediction.

Another study [18] utilized electronic health records for the
prediction of preterm births. The study employed a cross-sectional
design and utilized multifactor logistic regression analysis to
assess the risk factors associated with preterm birth. Five different
ML models including logistic regression, decision tree (DT), naive
Bayes (NB), support vector machine (SVM), and AdaBoost model
were constructed. Among them, the AdaBoost demonstrated the
highest accuracy of 72.73% for the preterm. This study [27] used
Shapley additive explanations (SHAP) to identify key risk factors
of preterm to construct ML models. A total 35 risk factors were
investigated through the analysis of data from 3,509 pregnant
women in the United Arab Emirates. The XGBoost model
performed the best, with an AUC of 72.3% for nulliparous
women and 73.5% for parous women. Previous preterm birth,
cesarean sections, and preeclampsia were important risk factors
for parous women, while amniotic infection, maternal age, and
BMI were crucial for nulliparous women, according to the analyses.

A recent study [28] presented a different approach for predicting
preterm deliveries using electrohysterography (EHG) signals. It is a
non-invasive monitoring technique crucial for assessing labor
progression. This involved three phases: preprocessing EHG
signals with a band-pass filter and wavelet transform to remove
noise, extracting features like Shannon energy and median

frequency. It predicted preterm outcomes using an enhanced sheep
flock-optimized hybrid extreme artificial neural learning network.
Yu et al. [29] also developed ML models on the data of 22,603
singleton pregnancies to predict preterm birth. The data were
collected from 51 midwifery clinics and hospitals in China. Based
on permutation importance, various algorithms including
CatBoost, RF, and deep neural networks, were applied, with
feature selection. After 26 weeks of gestation, the CatBoost model
achieved the best performance with an AUC of 70%. It identified
key predictors like antenatal care visits and maternal health metrics.

Another study [30] evaluated the efficacy of deep learning
algorithms for predicting preterm birth using data from 30,965
births. Four ML models were compared: logistic regression, RF,
SVM, and transformer. With an AUC of 79.20%, the transformer
model outperformed the others and an achieved accuracy of
72.61%. This study [31] investigated the effects of preterm
delivery on infant temperament development in order to address
the worldwide public health challenge of preterm birth. The study
used both broad and narrow temperament variables to classify
birth status as preterm vs. full-term. A meta-analysis involving 19
samples with 201 preterm and 402 full-term children was carried
out by the study. The work used statistical techniques in this field
while also adding more understanding of temperament in preterm
children by merging data from multiple investigations.

In summary, while significant advancements have been made in
preterm birth prediction through the use of ML models, several gaps
still exist. Most of the datasets utilized in these studies are not
publicly accessible due to privacy concerns, which limits
reproducibility and wider validation. Additionally, many studies
focus on standalone models and have yet to explore more
sophisticated ensemble techniques such as stacking models with
meta-learning, which have the potential to improve predictive
performance by leveraging multiple algorithms. Addressing these
gaps could further enhance the accuracy and generalizability of
preterm birth prediction models. Based on the gaps identified in
the existing literature, this study hypothesizes that:

1) Applying multiple feature selection techniques (variance
threshold, Pearson’s correlation, and mutual information) can
enhance the predictive power of ML models by identifying the
most relevant factors.

2) Developing a BM with meta-learning can outperform standalone
models in terms of prediction accuracy and robustness for preterm
birth classification.

3) Integrating XAl methods will provide interpretable predictions
and enable clinicians to trust and utilize ML results in real-
world settings.

These hypotheses aim to address the lack of ensemble
techniques, interpretability challenges, and limited datasets in
existing studies. They guide the research methodology and are
validated using rigorous experimental evaluation.

3. Proposed Methodology

The methodology of this study focuses on developing a ML
framework for preterm birth prediction by using several key steps,
as shown in Figure 2. First, the preterm dataset undergoes
preprocessing, where missing values are filled through imputation,
and unnecessary or duplicate features are removed to ensure data
quality. After this, various feature selection techniques are applied
to the training set, including variance threshold, Pearson’s
correlation, and mutual information (SelectKBest), to identify the
most important features. The model development phase involves
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Figure 2
Overview of the proposed research framework for preterm birth prediction
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training and comparing multiple standalone classifiers, such as NB,
k-nearest neighbors (KNN), DTs, RF, and xgboost, using 5-fold cross-
validation. Consequently, a novel BM is constructed by combining all
predictions from the standalone classifiers as its base models with a
logistic regression meta-classifier. This approach aims to achieve
better accuracy and consistency. The final proposed model is then
evaluated using a range of performance metrics, including accuracy,
precision, recall, 'l score, and AUC. Later, XAl is used to interpret
the results. Each part of the proposed methodology is discussed in
detail in the coming subsections. This research aims to enhance the
prediction of preterm birth using advanced ML techniques. By
focusing on improving model accuracy and interpretability, the
study offers several key contributions to the field:

1) Apply multiple feature selection methods on training sets to
enhance model performance.

2) Perform a comparative analysis of the performance of standalone
classification models.

3) Develop arobust BM by combining standalone models to achieve
superior results.

4) Evaluate the proposed model’s performance using various
metrics to ensure comprehensive assessment.

5) Incorporate XAI techniques to interpret and provide detailed
explanations of the model’s predictions.

Opverall, this research study aims to develop an accurate predictive
model for preterm birth. This research will help predict preterm birth
early on to improve maternal and fetal health during and after the
pregnancy. Additionally, explainability is critical for ML models in
healthcare. Clinicians need to understand how and why a model
makes certain predictions to trust its output. In this study, XAI
techniques are used to provide transparency into the model’s
decision-making process. Specifically, feature importance and SHAP
values are employed to make the predictions interpretable. Feature
Importance ranks the input features based on their contributions to
the model’s predictions [32]. It highlights which maternal and
environmental factors are most influential in predicting preterm birth.
This allows healthcare professionals to focus on key factors that have
a higher impact on the risk of preterm birth.

The SHAP values go one step further by explaining the
contribution of each feature to the prediction of individual

04

instances. SHAP values assign each feature a value that quantifies
its contribution to increasing or decreasing the likelihood of
preterm birth [33]. This interpretability is especially important for
clinical decision-making, as it helps explain the rationale behind
each prediction to patients and clinicians alike. SHAP values
capture both linear and non-linear relationships between features,
making them a powerful tool for understanding complex
interactions in the data. In this study, SHAP values are used to
provide a visual explanation of how the model reaches its
predictions for individual cases. The use of SHAP and feature
importance ensures that the model’s decisions are transparent and
interpretable, allowing clinicians to trust the predictions and
integrate them into medical practice. This transparency is essential
in building trust in Al-driven healthcare tools.

3.1. Proposed BM framework

The proposed BM framework is designed to integrate predictions
from several base classifiers to generate a final, more accurate
prediction. In this framework, five base models such as NB, KNNs,
DT, RF, and extreme gradient boosting (XGB) are trained
independently on the dataset to predict the binary classification of
preterm. Each model’s prediction is used as input into a higher-
level meta-classifier, which in this case is logistic regression. The
framework is designed to address the limitations of standalone
models by leveraging the strengths of multiple algorithms.

3.1.1. NB

NB is a probabilistic classifier based on Bayes’ theorem. It
assumes that the features are independent given the class, which
simplifies the calculations [34]. Despite this assumption, NB often
performs well in real-world applications. Mathematically, it
calculates the probability of each class label yyy given a feature
set X = {x1,x2,...,xn} using the following Equation (1):

P(X|y) P(y)

POIX) = =

1

Here, P(y|X) is the posterior probability of class y given the feature
set X. P(X|y) is the likelihood of the features given the class, P(y) is
the prior probability of the class, and P(X) is the evidence, which can
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be ignored in classification since it remains constant across different
classes. In the proposed blending framework, NB acts as one of the base
learners and contributes its probabilistic predictions to the final ensemble.

3.1.2. KNN

KNN is a simple model. It is an instance-based learning algorithm
that classifies a data point based on the majority class among its KNNs
in the feature space [35]. No explicit training phase occurs in KNN, but
during prediction, the distance between data points, which is often the
Euclidean distance is calculated to find the nearest neighbors:

n

Z (x; — y:)? @

i=1

d(X,y) =

where x and y represent two feature vectors, and d(x,y) is the
Euclidean distance between them. Once the KNNs are identified,
the algorithm performs a majority vote to assign the class label. In
the proposed framework, KNN helps capture local data patterns
and contributes its predictions to the BM.

3.1.3. DT

DT is a non-parametric supervised learning method that splits
the data into subsets based on the most significant features,
creating j node, the algorithm chooses the feature that maximizes
the Gini index or information gain values [36]. For binary
classification, the information gain IG is calculated as:

IG(S,A) =H(S) - > ‘SS”|H(SV) 3)

ceValues(A) | |

where the H(S) is the entropy of the dataset S, and A is the feature
being used to split the data. DT are easy to interpret and can model
complex data patterns. In the blending framework, DT models com-
plex interactions in the feature space, and its predictions are passed to
the meta-classifier.

3.1.4. RF

RF is an ensemble of DTs where each tree is trained on a random
subset of the data and features. The trees make individual predictions,
and the final prediction is made by majority voting [37].
Mathematically, the RF prediction j is given by:

)A/:mo‘je(/illv)A/ZV"'vle) (4)

where the J;, 7, ..., 1 are the predictions of individual trees, and T
is the total number of trees. The RF helps to reduce overfitting,
making it a powerful tool in the proposed framework by contributing
stable and robust predictions to the meta-classifier.

3.1.5. XGB

The XGB is an advanced implementation of the gradient
boosting algorithm. It builds an ensemble of trees sequentially. It
focuses on correcting errors made by previous trees by
minimizing a differentiable loss function, such as log loss in
binary classification [38]. The objective function in XGB is:

0bj(0) = > 1y 5 + Y- 2R )
i=1 k=1

where the [(y;, ;) is the loss function. The Q(f;) represents the regu-
larization term, and T is the number of trees. XGB is known for its speed

and performance in handling structured data. In the blending frame-
work, XGB provides high accuracy and captures complex patterns.

3.1.6. Logistic regression meta-classifier

Later the base models (NB, KNN, DT, RF, XGB) generate their
predictions. These predictions are combined and fed into a logistic
regression model, which acts as the meta-classifier. Logistic
regression is widely used for binary classification problems [39]. It
models the probability of the binary outcome using the logistic function:

1
1 4+ e~ (BotAXi+BXot.+B,X,) ©)

P(y = 1]X) =

where X;,X,,...,X, are the inputs (predictions from the base
models), and By, B;,...,B, are the parameters learned during
training. Logistic regression calculates the final prediction based
on the predictions of the base models, effectively blending their
outputs to produce a more reliable and accurate result.

3.1.7. BM

Let Py, P,, P3, P,, P5 represent the predictions made by the base
models NB, KNN, DT, RF, and XGB, respectively. The final prediction
y from the BM using logistic regression meta-classifier is given by:

7 =0(Bo + B1Py + BrP, + B3P3 + B4Py + BsPs) (7)

where the o is the logistic function, and B, B, B, B3 B4 Bs are the
coefficients learned by the meta-classifier during training. The
framework is designed to harness the strengths of each base model
and to improve the model’s generalizability. This framework opti-
mizes the model’s ability to handle diverse patterns in the data
and improve the accuracy and robustness of preterm prediction.

4. Results

The dataset used in this study focuses on maternal factors related to
preterm birth prediction [40]. The dataset is based on data collected from
women in the State of Acre located in the Western Brazilian Amazon. The
Ethics and Research Committees of the Federal University of Sdo Paulo
(UNIFESP) and Hospital Sao Paulo (#1772,931), as well as the Federal
University of Acre (UFAC) (#1797,567), approved the study project. The
authors collected the dataset through validated instruments and hospital
records to ensure comprehensive and accurate data collection. This
dataset contains approximately 800 instances, with a balanced
distribution between preterm and full-term birth cases. It includes 78
features that capture a range of maternal and pregnancy-related
information, such as demographic details, medical history, prenatal
care, and various risk factors known to influence preterm birth
outcomes. The features in this dataset provide a comprehensive
representation of the factors impacting pregnancy outcomes in this
particular region. The balanced nature of the dataset ensures that
models trained on it do not favor one class over the other, which is
crucial for reliable predictions. In-depth details about the dataset,
including its collection process, feature definitions, and original
objectives, are thoroughly discussed in its original research paper [41].

4.1. Dataset preprocessing

The data preprocessing stage involves handling the missing
values, eliminating irrelevant or redundant features, and
conducting a thorough analysis of the dataset. Several features are
included in the dataset that could only be obtained after the end of
the pregnancy, such as birth weight, Apgar scores at 1 and 5 min,
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delivery type, gestational age, and cause of prematurity. These
features are removed to ensure that the model only relies on the
information available before delivery. Additionally, the non-
informative features, such as record identification numbers, and
any duplicate entries are discarded to improve the dataset’s quality.

The dataset also contains a significant number of null values, and
removing all instances with missing data will reduce the dataset by
half. Therefore, further analysis is conducted to handle the missing
values more effectively. For instance, the feature “previous cesarian
birth” has the most null entries. Upon closer inspection, it is
determined that these missing values likely represent the mothers who
had not experienced any prior pregnancies. This is confirmed by
comparing the “premature child previous” feature with the “previous
cesarian birth” feature, which allowed the missing values to be filled
with a new category indicating no prior pregnancies. For other features
like “BMI” and “household income”, the missing values are filled
using the mean of the existing values. Features with excessive missing
data that could not be reasonably imputed are removed. After
completing this preprocessing phase, the dataset is reduced to 696
instances with 61 features.

4.2. Training and testing data

The authors use 5-fold cross-validation to train and test the
models in this study. In 5-fold cross-validation, the dataset is split
into five equal parts, or folds [42]. Each fold takes a turn being
the test set while the remaining four folds serve as the training set.
This process repeats five times, ensuring that every instance in the
dataset is tested once [43]. The results are then averaged to
provide a more robust measure of model performance [44]. This
technique helps to reduce the risk of overfitting [45], a common
issue in small datasets. Feature selection methods are only applied
to the training folds to avoid data leakage. This ensures that
information from the test set does not influence the model during
training, which would otherwise lead to overly optimistic
performance results and potentially biased predictions. By
applying feature selection exclusively to the training data, the
authors maintain the integrity of the validation process and ensure
that the model generalizes well to unseen data.

4.3. Feature selection

Feature selection plays a crucial role in improving model
performance [46]. It improves the model’s predictive power by
identifying the most important features while reducing redundancy
and noise in the data. In this study, various feature selection
techniques are applied to the training set to ensure that the model
only learns from relevant and significant information. This process
helps in preventing overfitting and enhances the model’s
predictive ability. The upcoming subsections will discuss the
feature selection methods used in detail.

4.3.1. Variance threshold

The variance threshold method is a simple yet effective feature
selection technique that removes features with low variance [47].
This method operates on the principle that features with little
variation across data points do not contribute significantly to the
model’s predictions. Features that are mostly constant or have
little fluctuation contain minimal information, as they do not
help in distinguishing between different classes. In the context of
ML, variance is a measure of how much a feature’s values
spread from the mean. If this variance is below a set threshold,
the feature is considered uninformative and can be removed from
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the dataset [48]. Mathematically, the variance for a given feature
X is calculated as:

n

Var(X) = % Z (% — w)? (8)

i=1

In the Equation (8), x; represents each data point, u is the mean of the
feature, and # is the number of instances. If the variance of a feature
falls below a certain threshold (usually close to zero), it indicates that
the feature exhibits high homogeneity and does not provide signifi-
cant insight for the model [49]. In this study, all features with high
homogeneity, or those that showed little to no variance are removed
from the dataset. It ensures that the model focuses only on features
with meaningful differences across instances. This helps streamline
the dataset and improves both model training efficiency and predic-
tion accuracy by eliminating irrelevant data.

4.3.2. Pearson’s correlation

Pearson’s correlation is a widely used statistical method for
measuring the linear relationship between two features. It quantifies
how strongly two variables are related by calculating a correlation
coefficient that ranges from —1 to 1 [50]. A value of 1 indicates a
perfect positive correlation, where both variables increase together,
while —1 represents a perfect negative correlation, meaning one
variable increases as the other decreases. A value of 0 suggests no
linear relationship between the two variables. In feature selection,
highly correlated features can introduce redundancy, as they
essentially carry the same information, which can lead to overfitting
and reduce model performance [51]. The Pearson correlation
coefficient between two features X and Y is computed as:

 Sm-R-9)
TS - 0 - )

In the Equation (9), x; andy; are the individual data points, and X and y
are the means of the respective features. The result r, indicates the
strength and direction of the linear relationship between the two features.
In this study, the authors set a Pearson correlation coefficient threshold
of 0.7, meaning that any pair of features with a correlation higher than
0.7 is considered too closely related. The correlated features are
removed to reduce redundancy and ensure the model focuses on distinct
and relevant information. This threshold helps in simplifying the model
without losing important predictive power, allowing the remaining fea-
tures to provide more insights that are meaningful.

)

4.3.3. Mutual information (SelectKBest)

The mutual information method is specifically used with the
SelectKBest function. It is a feature selection technique that
measures the mutual dependence between two variables [52]. In
ML, mutual information quantifies how much information the
presence of one feature provides about the label or target variable.
Unlike methods that measure linear relationships, mutual
information can capture both linear and non-linear associations
which makes it particularly useful for complex datasets [53]. The
higher the mutual information score, the more relevant the feature
is in predicting the target. Mathematically, mutual information
between two variables X and Y is given by:

16Y)= Y% plxy) IOgQ%)

x€X yeY

(10

where p(x,y)is the joint probability distribution of X and Y. The
p(x) and p(y) are the marginal probabilities of X and Y, respectively.
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In this study, the authors calculate the mutual information of each
feature relative to the target label and retained the top 18 features with
the highest mutual information scores. This selection process ensures
that only the most informative features are kept, improving the
efficiency and accuracy of the model.

Figure 3 illustrates the 18 features selected after applying the
mutual information method, with the x-axis showing the features
and the y-axis representing their mutual information scores.
Interestingly, even features with a mutual information score of
zero were not always removed, as mutual information does not
capture all complex relationships within the data. Therefore,
additional features were randomly selected to ensure that exactly
18 features were used in training the model across all folds. The
final set of 18 features after this selection process are then used to
train the models.

4.4. Model performance evaluation

The authors in this study evaluate the proposed model’s
performance by employing various metrics to measure its
classification accuracy and interpretability. Performance metrics
provide a quantitative understanding of the model’s predictive
capability, while XAI methods offer interpretability into how the

model makes predictions. To effectively evaluate the
classification performance of the model, several metrics are
employed. Each of the metric provides unique insights into the
model’s ability to predict preterm births. The metrics consider
the relationships between true positives, true negatives, false
positives, and false negatives, which are critical in medical
classification tasks. The performance metrics are summarized in
Table 1.

The performance of the proposed BM is compared with
standalone models using both 5-fold cross-validation and holdout
testing. The results indicate the effectiveness of the BM in
improving prediction accuracy for preterm birth classification. The
models are initially evaluated using 5-fold cross-validation, and
results are given in Table 2. Among all standalone models, XGB
and KNN perform better than other base classifiers. XGB shows
the highest recall of 71.28% and F'1 score of 70.41%, while KNN
achieves higher accuracy of 71.14% but relatively lower precision
and recall compared to XGB. The proposed BM consistently
outperforms all base models across all metrics, with an accuracy
of 74.61%, a precision of 71.83%, a recall of 70.94%, an F'1 score
of 71.38%, and an AUC of 84.56%. This demonstrates that the
blended approach provides more reliable and balanced results
across different metrics than any standalone model.

Figure 3
Mutual information scores of the top 18 selected features for preterm prediction across different folds
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Table 1
Performance evaluation metrics and their mathematical descriptions for preterm prediction

Metric Description Equation

Accuracy Measures the proportion of correctly classified instances TP + TN
(both preterm and non-preterm) out of the total instances. TP + TN + FP + FN

Precision The ratio of true positive predictions to the total predicted P
positive instances. Precision is critical in reducing false TP + FP
positives, which could mislead clinical interventions.

Recall The ratio of true positive predictions to total actual positive TP
instances. High recall means model identifies the majority TP + FN
of true preterm cases to minimize false negatives.

F1 Score The harmonic mean of precision and recall. The F'1 score 2 X Precision mesRecall
balances both false positives and false negatives, Precision + Recall
making it useful in preterm prediction.

AUC Represents the model’s ability to distinguish between TP and FP rate
classes. It provides a broader measure of the model’s performance.

Table 2
5-fold cross-validation results for preterm prediction
Models Accuracy Precision Recall F1 score AUC
DT 65.47% 63.61% 43.08% 51.37% 69.74%
KNN 71.14% 56.09% 47.29% 51.32% 70.39%
NB 65.13% 66.09% 45.71% 54.04% 71.01%
RF 68.02% 67.74% 49.86% 57.44% 74.97%
XGB 72.92% 69.57% 71.28% 70.41% 79.38%
BM 74.61% 71.83% 70.94% 71.38% 84.56%
Table 3
Holdout (80/20) testing results of standalone models and the blending model
Models Accuracy Precision Recall F1 score AUC
DT 61.36% 62.17% 41.46% 49.75% 69.01%
KNN 59.74% 49.65% 45.43% 47.45% 69.36%
NB 54.79% 65.12% 44.97% 53.21% 69.97%
RF 65.34% 62.93% 47.38% 54.06% 70.42%
XGB 70.74% 67.43% 73.33% 70.26% 78.35%
BM 73.82% 72.46% 69.74% 71.07% 83.91%

The models are further evaluated using an 80/20 train-test split
to assess generalization performance. As shown in Table 3, the BM
continues to outperform the base models with the highest accuracy of
73.82%, precision of 72.46%, recall of 69.74%, and F'1 score of
71.07%. The AUC for the BM is also superior at 83.91%,
indicating that the model provides a strong balance between
sensitivity and specificity as shown in Figure 4. Among the base
models, XGB performs best in terms of recall of 73.33% and F1
score 70.26%, but still lags behind the proposed BM in terms of
overall performance. The results demonstrate that the proposed
BM provides more robust and consistent performance across both
cross-validation and holdout testing. These results highlight its
potential for improving preterm birth prediction.

In terms of comparative results, this study stands out to apply
predictive modeling alongside a previous study [54] on the same
dataset for preterm birth classification. The referenced study

08

employs an 80/20 holdout training and testing split and utilizes
information gained for feature selection before implementing a RF
model. The proposed BM undergoes the same evaluation using
the same 80/20 holdout technique but applies three distinct feature
selection methods to enhance its predictive capabilities. The
comparative performance of the models is shown in Table 4.
Although the RF model from the prior study achieves a higher
accuracy, the BM outperforms it in AUC, which indicates
stronger balance and reliability in differentiating between preterm
and non-preterm cases. This higher AUC underscores the
proposed BM’s potential to provide more consistent results across
varying preterm risk factors.

Figures 5 and 6 display SHAP summary plots for both normal
and preterm predictions, respectively. These visualizations rank
features based on their importance and the impact they have on
the prediction outcome. In both cases, the feature “abnormal
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Figure 4
5-fold cross-validation and holdout (80/20) testing AUC plots
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Table 4
Comparative results analysis of studies done on the same preterm prediction dataset
Models Accuracy Precision Recall F1 score AUC
Random Forest [54] 79.25% 72.00% 68.00% 70.00% 80.00%
Proposed Blending Model 73.82% 72.46% 69.74% 71.07% 83.91%
Figure 5

SHAP summary plot showing key features contributing to the normal birth prediction
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amniotic” emerges as the most influential. It has a very high SHAP
value indicating its significant contribution towards predicting
preterm birth. Figure 5 highlights features contributing to the
prediction of a normal birth (non-preterm). The “abnormal
amniotic” feature is the most impactful feature, but in this case, it
has a strongly negative SHAP value of —0.83, suggesting that its
absence is crucial for a normal birth prediction. The “prenatal
care” feature also has a significant negative value of —0.16,

reinforcing the idea that good prenatal care lowers the likelihood
of preterm birth. Other features like “pregnancy planning”,
“household income”, and “child underweight previous” have
smaller but notable positive contributions to the normal birth
prediction. This indicates that economic stability, child health
history, and pregnancy planning are also important factors for a
healthy pregnancy outcome. These SHAP-based insights validate
the model’s reliance on medically significant features. They also
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Figure 6
SHAP summary plot showing the most important features contributing to the preterm birth prediction
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demonstrate its ability to align with clinical knowledge. This
reinforces the rationale for feature selection and enhances the
model’s interpretability.

The “abnormal amniotic” feature has the most significant
positive impact, indicated by a SHAP value of +0.10, meaning
that abnormal amniotic fluid strongly contributes to the model
predicting a preterm birth. Similarly, “household income” feature
also has a substantial positive SHAP value of +0.08, showing that
economic factors play a role in preterm birth predictions. On the
other hand, “prenatal care” feature has a negative SHAP value of
—0.08, suggesting that better prenatal care reduces the likelihood
of predicting preterm birth. Other features like “child underweight

previous” and “physical activity” contribute more modestly but
still positively affect the prediction outcome. These insights align
with medical research showing that lack of prenatal care and
abnormal amniotic conditions are critical risk factors for preterm
birth. By leveraging SHAP wvalues, the model provides a
transparent explanation of how key features influence preterm
predictions. This bridges the gap between algorithmic decisions
and clinical interpretability. It highlights the importance of
explainability techniques in validating and refining feature
selection for real-world applications.

The bar plot shown in Figure 7 ranks the features based on their
overall contribution to the model’s predictions. The “abnormal

Figure 7
Overall feature importance bar plot for preterm prediction
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Figure 8
Suggested real-world application of the proposed model
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amniotic” feature has the highest mean SHAP value of +0.14,
making it the most critical feature for predicting preterm birth.
Following closely, features are “prenatal care” and ‘“household
income” with values of +0.11, and +0.10, respectively. Both of
the features are vital socio-economic and medical factors
influencing the outcome. Other features like “child underweight
previous” and “physical activity” contribute more modestly, but
they still play a role in the model’s accuracy. The SHAP
visualizations show that a combination of medical and socio-
economic features significantly impacts the model’s ability to
predict preterm births. Abnormal amniotic fluid and prenatal care
are consistently the most influential features across both positive
and negative predictions. These results emphasize the importance
of early intervention in medical care and socio-economic support
to mitigate the risk of preterm births. The integration of
explainability techniques like SHAP and LIME ensures the feature
selection process is both data-driven and clinically meaningful.
This enhances the model’s reliability and supports its adoption in
healthcare decision-making.

4.5. Discussion

The results of this study provide valuable insights into
predicting preterm birth using ML models, with a focus on
understanding feature importance through XAI techniques. Key
findings from the SHAP plots reveal that medical and socio-
economic factors, like abnormal amniotic fluid, prenatal care, and
household income, have a substantial impact on predicting both
preterm and normal birth outcomes. For instance, abnormal
amniotic fluid is consistently identified as the most critical
predictor that positively influencing preterm birth risk while
contributing negatively to the prediction of a normal birth
outcome. The analysis also highlights that prenatal care plays a
dual role; when absent or insufficient, it increases the likelihood
of preterm birth, whereas its presence contributes to a healthier
pregnancy outcome. Interestingly, household income emerges as
another influential factor, with lower income being associated
with higher risks of preterm births. Other features like physical
activity and child’s underweight history also contribute with
comparatively smaller impacts.

The proposed preterm prediction model can be integrated into a
practical system involving a mobile app and a web-based interface as
shown in Figure 8. Users, such as pregnant women or healthcare
providers, can input relevant medical and socio-economic data via

Consult

these platforms. These data are then transferred to a cloud server,
where the prediction model processes the input and makes real-
time predictions regarding the likelihood of a preterm birth. Upon
generating a prediction, the results are sent back to the app or
interface, where they can be reviewed by the user. Studies have
highlighted the importance of integrating predictive models into
mobile health platforms to provide timely interventions and
improve health outcomes, particularly in resource-limited settings
[55, 56]. In the event of a preterm birth prediction, the system
also facilitates consultation with healthcare professionals,
providing a direct link between the model’s output and practical
medical advice. This two-way communication ensures that
predictions lead to actionable outcomes. This real-world
application of the proposed preterm prediction model can enhance
the effectiveness of early interventions and allow for better
monitoring of high-risk pregnancies.

5. Conclusion

Preterm birth is defined as delivery before 37 weeks of
gestation. It is a serious public health concern that can lead to
severe health complications for newborns. These include
respiratory  distress, developmental delays, and long-term
neurological deficits. For mothers, preterm births can lead to
medical complications and emotional distress. Due to these risks,
predicting preterm births early is critical. Early prediction can help
for timely medical interventions that can mitigate harm and
improve the chances of survival for the infant. In this research,
authors have developed a ML model using a blend of various
classification techniques to predict preterm birth. The proposed
model consistently outperformed standalone models in both 5-fold
cross-validation and holdout testing. Specifically, the proposed
model reached 74.61% accuracy with an AUC of 84.56% in
cross-validation and 73.82% accuracy with an AUC of 83.91% in
holdout testing. The XAI results show that significant factor
influencing preterm risk is abnormal amniotic fluid and prenatal
care. In the normal birth case, the positive influence of abnormal
amniotic conditions and household income is highlighted.
However, in preterm cases, abnormal amniotic fluid, prenatal care
quality, and pregnancy planning emerged as the leading indicators.

Despite the promising results, this research has certain
limitations. The study is based on a single dataset. This may limit
the model’s applicability to other populations with different socio-
demographic or medical profiles. The dataset size is also relatively
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small compared to those used in some large-scale studies.
Additionally, the proposed model has not yet been tested in real-
world clinical settings. Implementation challenges such as data
variability and user interaction could influence its performance.
The limitations of this study provide a foundation for the future
work. The future work can include expanding the dataset to
include diverse populations from different regions which would
enhance the model’s generalizability. Additionally, incorporating
more advanced features such as genetic or environmental factors
could further refine predictive performance. Testing the model in
clinical environments will also be crucial for assessing its
practical utility and effectiveness in real-world scenarios.
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