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Abstract: The digital imaging and communications in medicine (DICOM) format is a widely adopted standard for storing medical imaging
data, integrating both image and metadata critical for clinical diagnostics. However, its complexity poses challenges for deep learning
applications, particularly in extracting and processing this dual-layered data. This review analyzes 23 peer-reviewed studies published
between 2014 and 2024, sourced from PubMed, Google Scholar, PLOS, Science Direct, and IEEE databases. Guided by Arksey and
O’Malley’s scoping methodology, the review reveals that existing deep learning techniques typically rely on converting DICOM images
into simpler formats like JPEG, TIF, or PNG for classification, a process that often results in metadata loss and reduced classification
accuracy. Frameworks such as MONAI, NVIDIA Clare, SimpleITK, and OpenCV facilitate direct DICOM processing but face
limitations, including overfitting, challenges with data heterogeneity, and inefficiencies in handling large datasets. This review
emphasizes the urgent need for developing a robust convolutional neural network architecture capable of directly processing DICOM
data to preserve metadata integrity and enhance predictive performance, paving way for more reliable and scalable medical imaging solutions.
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1. Introduction

Deep learning (DL) has revolutionized the field of artificial
intelligence (Al), offering significant advancements in tasks such
as image classification, object detection, and natural language
processing [1]. In the domain of medical imaging, DL techniques
have emerged as a transformative tool, aiding in the diagnostic
and analysis of anatomical structure to support clinical decision-
making [2-5]. These methods have shown remarkable promises in
handling large volumes of medical data with high accuracy and
speed, making them particularly valuable in resource-constrained
settings where traditional diagnostic tools and skilled
professionals are limited [6].

A critical component of medical imaging is the digital imaging
and communication in medicine (DICOM) format, the industry
standard for storing and transmitting medical images [7]. DICOM
files integrate both image data and metadata, providing essential
information about patient demographics, imaging settings, and
diagnostic context. However, unlike standard image formats such
as JPEG, TIF, and PNG, the complexity of DICOM files presents
unique challenges for DL applications, particularly in metadata
extraction and image classification [8—10].

*Corresponding author: Vicent Mabirizi, Department of Information
Technology, Kabale University, Uganda. Email: vmabirizi@kab.ac.ug

Several foundation DL techniques and frameworks, including
CNN, have been adopted to process medical images. CNNs excel in
feature extraction and classification but face limitations when
applied directly to DICOM files. This is largely due to
pre-processing pipelines that convert DICOM files into simpler
formats ([11-13]), resulting in metadata loss and reduced model
accuracy [14]. Existing frameworks such as MONAI [15],
NVIDIA Clare [16], SimpleITK [17], and OpenCV [18] have
attempted to address this by enabling direct DICOM processing.
However, these tools are often constrained by issues like
overfitting to specific datasets [19], inability to handle DICOM
format variability, and inefficiencies in processing large datasets,
thereby limiting their scalability and reliability in clinical
applications [20].

This review examines the current state of DL applications in
DICOM file processing, highlighting the challenges, gaps, and
limitations of existing techniques. Furthermore, it emphasized
the need for a DL model specifically designed to handle
DICOM files without requiring format conversion. Such a
model would preserve metadata integrity, enhance classification
accuracy, and overcome the constraints of existing
methodologies. By synthesizing findings from 23 peer-reviewed
studies, this review aims to provide a comprehensive
understanding of the field and propose directions for future
research in medical imaging.

© The Author(s) 2025. Published by BON VIEW PUBLISHING PTE. LTD. This is an open access article under the CC BY License (https://creativecommons.org/

licenses/by/4.0/).

01


https://orcid.org/0000-0001-8990-4003
https://orcid.org/0000-0001-6988-6418
mailto:vmabirizi@kab.ac.ug
https://doi.org/10.47852/bonviewAIA52024425
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

Artificial Intelligence and Applications Vol. 00

Iss. 00 2025

2. The DICOM File Structure

The DICOM format was designed by the Electronic Manufacture
Association [21] and the American College of Radiology in the
PlayStation3.10 (PS3.10) specification for media storage and file
format for media interchange [22]. It consists of a header and the
image data sets wrapped in a single file, as shown in Figure 1.

Figure 1
DICOM file structure
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The header stores the patient’s demographic information, image
dimensions, color space, matrix size, acquisition parameters for
the imaging study [21, 23], and other additional non-intensity
information to support image display on the computer. Below the
header, there is an attribute (7FEO) that contains the image pixel
intensity. Both the header and the 7FEO are stored in a series of 1s
and Os [7]. The header information is encoded together with the
actual image to enable the computer to recognize the imaging study
and support image display, ensuring proper documentation for
medicolegal purposes.

2.1. Reading DICOM file information

Header information: The header information is constant,
standardized, and presented using a sequence of tags organized in
collections of data elements such as zeros and ones (e.g., 0110).
Extracting header information helps to uncover relevant insights
about the image and requires third-party software. Due to an
increased utilization of DICOM files in medical imaging, several
free software packages for extracting header information have
been developed, for example DicomWorks as used by Yaneva-
Sirakova [24], XnView [25], and ImageJ [26]. With the help of
the header information, dataset can be extracted.

Dataset: To extract patient data from a DICOM file, DICOM
Unique Identifiers (UIDs) and header information are required.
The patient’s biodata and imaging study are encoded within the
image header. Therefore, this information can be extracted by
anyone with access to UIDs. However, this poses a risk to patient
privacy especially when the file is shared over the internet.
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3. Research Methods

This section outlines the strategies and methods used to identify
suitable studies for this review. The selected articles were carefully
chosen and analyzed to find the recent advancements in the
application of DL in DICOM processing.

3.1. Scoping review methodology

In this review, we adopted the scoping methodology proposed
by Arksey and O’Malley [27] which consists of six steps, namely
(1) formulation of the research question, (2) identifying relevant
studies, (3) selecting studies, (4) charting data, (5) collecting,
summarizing, and reporting findings, and (6) consulting experts
[28]. This methodology was chosen because it provides
researchers with a quick overview of the existing literature on the
topic [29] and accommodates the inclusion of various study types
thereby reducing bias in the study conclusions [30].

3.2. Identification of studies

To obtain studies for inclusion in the review, an automatic
search was conducted to retrieve relevant studies published
between 2014 and 2024. The search was limited to articles
published in the past 10 years to ensure the inclusion of
studies that reflect current knowledge, latest advancements,
methodologies, and practices in the field of DICOM processing.
The primary search returned a total of 287 papers (excluding
duplicates); however, only 23 met the inclusion criteria.

The review aimed to explore the current state of DL in DICOM
processing and classification, identify gaps within existing DL-based
models for DICOM processing, and propose a solution that addresses
these limitations.

3.3. Search strategy

The search was conducted in August 2024 on five selected
publically available databases: PubMed, Google Scholar, PLOS,
Science Direct, and IEEE. These were considered because of their
extensive integration and indexing capabilities. To find articles
relevant to the study, a total of three search terms were used,
namely “Deep Learning AND DICOM”, “DICOM Processing”,
“DICOM Classification OR DICOM processing”. Each search
term was entered in PubMed, Google Scholar, PLOS, Science
Direct, and IEEE databases to find articles suitable for our study.
A Boolean search method was employed, using “OR” to include
articles related to each concept individually and intersection
“AND” to combine key concepts thereby focusing on the primary
objective of this review. Additionally, the reference lists of
selected studies were reviewed to identify additional studies to
include in the review. The retrieved articles from all five
databases were imported into the Mendeley referencing
management tool (Mendeley Desktop v1.19.8) and were
independently assessed for inclusion based on their titles,
abstracts, and full texts. Any disagreements regarding the
inclusion of studies were resolved through discussion among
authors until a consensus was reached.

3.4. Inclusion criteria

Only studies that met the following criteria were included.

1) Explicitly described the ML/DL techniques used to process
DICOM files
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2) Published between 2014 and 2024

3) Paper available in English language

4) Explicitly utilized dataset in DICOM files

5) Clearly described the outcome of DICOM file processing.

Criteria (1) ensure that only studies applying machine learning and
DL in their methods were included. Criteria (2) and (3) were established
to ensure the inclusion of only recent studies published in English within
the last ten years, excluding any papers published prior to 2013. This
approach was adopted to maintain the relevance and currency of the
review. Criteria (4) and (5) were considered to ensure that only
studies that utilized DICOM files in model training, testing, and
validation with clear performance results are considered.

3.5. Exclusion criteria

Any studies that did not meet the inclusion criteria listed in
Section 3.4 were excluded from the study. The selected studies
were assessed to confirm that they reported primary outcomes.
Thus, review papers, position papers, protocols, and formative
studies were excluded. Geographical location and study design
were never considered as exclusion criteria.

3.6. Data extraction and analysis

The extracted data from the included studies were as follows: the
techniques applied, the major objectives, the proposed solutions for
processing DICOM files, and the performance outcomes.

3.7. Quality appraisal

To assess the quality and relevance of each selected study, a set
of criteria were used, guided by PRISMA [31]. To measure the extent

to which a study is appropriate and capable of yielding results
suitable for the scope of inquiry, the following questions were used;

1) QA1: Y (Yes), the dataset used in the study contained DICOM
files, P (Partially) —the dataset used in the study contained
DICOM files but format conversion was done, N (No) — the
dataset used in the study contained images of other formats.

2) QA2: Y (Yes) — the study fully applied DL techniques for image
pre-processing and classification, N (No) — the study did not apply
DL techniques for image pre-processing and classification.

The grading techniques were established as follows: Yes =1,
Partial = 0.5, and No=0 or unknown. A study that met all the
criteria. was given a rating of 1. If a study met some of the
criteria, it was given a rating of 0.5, while a study that did not
meet any of the criteria was given a rating of 0. All studies with
scores between 2 and 4 points, based on the criteria, were considered.

4. Results

4.1. Search results

Figure 2 presents the search results, screening, exclusion, and
final inclusion in the study.

4.2. Survey of existing literature

Fajar et al. [11] applied histogram equalization and a trainer to
reconstruct 3D images from DICOM files of MRI brain images. A
visual quality score (mean opinion score (MOS)) between 3 and 5
was obtained for different images.

H. H. Pham et al. [32] presented a method for classifying body
parts from DICOM files using CNNs, which achieved 95% precision

Figure 2
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on X-ray images. In their experiment, DICOM files were first
converted to PNG format before being subjected to the
classification algorithm.

Mamdouh et al. [13] proposed a method for converting 2D
DICOM images to 3D images using Seg3D2 and ImageVis3D
techniques. Although no quantifiable results are presented in their
findings, the authors claim a successful conversion.

Vallez et al. [33] used transfer learning techniques such as AlexNet,
VGG, Inception V3, ResNet, and GoogleNet to develop a web viewer
system for interpreting WSI DICOM images. The experimental results
produced 96% accuracy in interpreting DICOM files.

Kathiravelu et al. [8] proposed a processing pipeline using
machine learning techniques to convert DICOM files into standard
formats like JPEG and PNG. In their experiment, X-ray images
were used, and conversion accuracy of 96% was achieved.

Kawuma et al. [34] proposed a method for diagnosing and
classifying TB chest X-ray images for children under 15 years. In
their method, transfer learning models — VGG16, VGG19, ResNet50,
and Inception V3 — were trained and fine-tuned to form a scratch
layer tailored to the local dataset collected from Mbarara Regional
Referral Hospital. The model yielded an overall accuracy of 88.23%
on the local dataset and 50% accuracy on a multicenter dataset.

Alshmrani et al. [35] applied VGG19 to develop a method for
classifying multi-class lung diseases using X-ray images. The
experimental results showed successful classification, with
96.48% accuracy, 93.75% recall, and 97.59% precision.

Basaia et al. [36] conducted an automated classification of
Alzheimer’s disease and cognitive impairment using CNN. The
classification was done using MRI images. The method was evaluated,
and 75% classification accuracy was achieved using a testing dataset.

Kuraparthi et al. [37] proposed a method for brain tumor
classification in MRI images using a deep convolutional neural
network. In their experiment, transfer learning models, including
AlexNet, VGG16, and ResNet50, were applied. The proposed
approach achieved an overall classification accuracy of 97.89%.

Jia and Chen [38] proposed a method for brain tumor
identification and classification using a dataset of MRI images.
Their approach utilized a support vector machine for
classification, focusing on distinguishing tumor types with high
precision. The performance of their method was evaluated,
achieving an impressive classification accuracy of 98.51%.

Zeimarani et al. [39] developed a method for breast lesion
classification using a dataset of ultrasound images. They implemented
a custom-built CNN specifically tailored for this task. Their approach
was evaluated for its classification performance and achieved an
accuracy of 85.98%, demonstrating the potential of CNN models in
enhancing the accuracy of breast lesion diagnosis.

R. Kumar et al. [40] proposed a method for classifying carotid
artery media thickness using ultrasound images. In their method, a
custom-built CNN was developed and tested on ultrasound images.
The model demonstrated strong performance, achieving an accuracy
of 89.1%, with a specificity of 88% and a sensitivity of 89%.

Liebenlito et al. [41] developed a method to classify
tuberculosis (TB) and pneumonia in human lungs using chest
X-ray images. They employed a CNN with optimized
hyperparameters to enhance classification accuracy. The model’s
performance was evaluated using area under the curve (AUC),
achieving 86% for TB and 96% for pneumonia classification.

Masood et al. [42] proposed a method for recognizing and
classifying brain tumors using MRI image datasets. They
employed a custom mask region-based CNN with a DenseNet40
backbone architecture. The model achieved a segmentation
accuracy of 96.3% and classification accuracy of 98.34%,
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demonstrating its effectiveness in both segmenting brain tumor
regions and classifying tumor types.

Yimer et al. [43] developed a method for classifying multiple lung
diseases, including lung cancer, pneumonia, TB, pneumothorax, and
chronic obstructive pulmonary disease, using chest X-ray images. In
their setup, Xception model, built on a CNN architecture was used.
The model attained an overall accuracy of 97.3%, with a sensitivity
of 97.2% and a specificity of 99.4%.

Ibrahim et al. [44] proposed a method for pneumonia classification
using chest X-ray images. The classification was performed using the
AlexNet CNN architecture. The model achieved an accuracy of
93.4%, with a sensitivity of 98.18% and a specificity of 98.18%.

Cao et al. [45] conducted a systematic evaluation of the
performance of several state-of-the-art object detection and
classification methods for computer-aided diagnosis of breast
lesions using ultrasound images. The study compared multiple
CNN architectures, including ZFNet, VGG16, AlexNet,
GoogleNet, ResNet, and DenseNet. The best-performing models
achieved an average precision rate of 96.89%, an average recall
rate of 67.23%, and an F'1 score of 79.38%.

Jabeen et al. [46] developed a method for breast cancer
classification using ultrasound images. In their experiment, the
DarkNet-53 CNN architecture was used to perform classification
task. The model demonstrated outstanding performance, achieving
an accuracy of 99.1%.

Yimer et al. [43] developed a DL model named AM_DenseNet
for the classification of chest X-ray images, employing the
DenseNetl121 architecture. The model’s performance was
evaluated using the AUC, achieving a value of 85.37%.

Mamdouh et al. [47] developed a 3D model for converting
DICOM files using the Visualization Toolkit (VTK) library. The
visual quality of the resulting 3D model was assessed using the
MOS, ranging from 1 to 5. Similarly, Nguyen et al. [48]
reconstructed 3D objects from a 2D DICOM dataset using a
similar tool, also evaluating the visual quality with the MOS
scale. Another study by Van Sinh et al. [49] applied the VTK
library to construct models from X-ray CT and MRI images, with
the visual quality rated using the same MOS scale. These studies
emphasize the utility of the VTK library in generating high-
quality 3D visualizations from medical imaging data.

4.3. Summary of reviewed methods

All studies (presented in Table 1) included in this review were
either moderate or of high performance with a score ranging between
50% (2) and 95% (3.8).

4.4. Inferences and analysis of reviewed methods

The reviewed methods reveal a wide range of techniques and
models applied to various datasets, specifically for disease
classification tasks. The methods employed different DL
architecture, including VGG variants, AlexNet, ResNet, Inception
V3, and other third-party libraries for DICOM file conversion,
each selected based on the classification needs and imaging
modalities such as MRI, X-ray, and ultrasound. Some of the key
inferences drawn from the review include:

1) Compression and conversion impact on detail preservation:
Converting DICOM image formats, like JPEG and PNG for
model compatibility led to a significant metadata loss,
impacting the classification performance. Models for tasks like
lung and brain tumor classification experienced up to 5%
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Figure 3
Impact of image format on classification performance metrics
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decrease in accuracy due to compression. To establish this
variation, we plotted the loss across methods utilizing
converted datasets with an average drop of around 4% as
illustrated in Figure 3. This highlights the importance of
maintaining DICOM format integrity for critical diagnostic tasks.

2) Variability in model choice based on dataset size: Complex
architectures like Inception V3 and DenseNet perform better
with larger datasets, especially for multi-class disease
classification. However, custom-built CNNs often suffice for
smaller datasets, as shown by models handling fewer than 500
images. From Figure 4, the statistical regression on dataset size
versus accuracy indicates a positive correlation, with large
datasets (over 10,000 images) yielding up to a 5% improvement
in model accuracy when complex architectures are applied.

3) Model performance across modalities: The performance of
models varies significantly depending on the image modality

Figure 4
Variability in model choice based on dataset size
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and dataset size. For example, models for MRI images, such as
ResNet50, and SVM, achieved high accuracy (up to 98.5%),
indicating MRI’s higher feature consistency for tasks like brain
tumor classification. On the other hand, models for chest X-rays,
like VGG19 and DenseNetl21, are preferred for lung disease
classification due to their robust performance in handling large
datasets. To quantitatively establish this comparison, average
accuracy and recall across different modalities were computed.
For instance, from Figure 5, MRI-based models had an average
accuracy of approximately 91% while for X-ray images, it
reached 94%, demonstrating MRI’s reliability for specific tasks
but highlighting X-ray’s broader applicability.

5. Discussion

The analysis of existing studies reveals that many approaches
rely on a processing pipeline that converts DICOM images into
standard formats such as PNG, TIF, and JPEG before subjecting
them to classification or segmentation networks. While this
conversion facilitates the use CNNs for image classification, it
introduces critical challenges. Specifically, this process often results
in the loss of essential DICOM metadata [50], including clinical
parameters like slice thickness, image resolution, and spacing
between slices [14]. The absence of this metadata compromises the
accuracy and reliability of diagnostic predictions, as it removes
crucial contextual information required for informed -clinical
decisions. Furthermore, the resizing and compression associated
with these standard formats can lead to a loss of image details,
negatively impacting the precision of disease classification.

Studies indicate that methodologies that preserve DICOM
metadata alongside image data tend to achieve superior precision
in diagnostic tasks compared to those that rely on converted
image formats like PNG, JPEG, and TIF. For instance, Stiefel
et al. [51] demonstrated the significant advantages of maintaining
metadata integrity in improving diagnostic accuracy.

In addition, several methods have adopted third-party libraries,
such as VTK, and foundation models, such as NVIDIA Clare, to
process DICOM images directly, eliminating the need for format
conversion. While these libraries are designed for DICOM image
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handling, they face limitations in specific scenarios. A key issue is their
tendency to overfit to specific datasets, where models perform well on
training data but fail to generalize effectively to diverse datasets [19].
For example, Kawuma et al. [34] reported that a model achieving
88.23% accuracy on local dataset saw its accuracy drop to 50%
when tested on multicenter datasets. This lack of generalization
restricts their applicability in real-world clinical settings, where
variability in DICOM image composition arises from differences in
scanning protocols, imaging conditions, and equipment used [20].

Moreover, foundation models often encounter difficulties in
handling large datasets, a critical requirement for machine learning
applications. The size and complexity of these datasets frequently
hinder effective processing and classification, impacting the
scalability of these models in medical imaging contexts.

These observations underscore the need for developing a DL
architecture that process DICOM images natively while preserving
essential metadata. Such an architecture would ensure the
retention of critical clinical information and enhance diagnostic
reliability. Furthermore, improving the generalization of these
models to accommodate the variability of DICOM datasets is
imperative. Addressing overfitting and incorporating robust data
handling technique as parallel data processing and advanced data
augmentation strategies could improve the challenges associated
with large datasets. These innovations would contribute to higher
accuracy and scalability, enabling the deployment of DL models
in diverse clinical environment.

6. Conclusion

This review has presented a summary of ten years of published
studies in application of DL techniques in DICOM file classification.
The finding should assist researchers in understandings the benefits
and limitations of existing techniques to guide the development of
better solutions aimed at improving medical imaging results,
specifically those that apply to DICOM images.

Although the current advancements in DL provide valuable tool
for medical image analysis, there is significant room for
improvement in handling the unique challenges posed by DICOM
files. Developing a more robust, sophisticated, and flexible model
with the abilities to directly process DICOM images without
compromising the image composition will be a crucial step
towards advancing the application of Al in medical diagnosis.
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