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Abstract: The healthcare data are rapidly increasing, and protecting patient-sensitive information becomes challenging. This paper surveys
the use of federated learning (FL) to address privacy in the healthcare industry. FL is a decentralized machine learning (ML) approach, where
the ML process is distributed across multiple devices, without relying on a central server or coordinator. In recent years, FL has obtained
significant attention, especially in scenarios where data privacy is top concern. This work attempts to discover the progress made so far
regarding protecting healthcare information. This work explores the privacy risks related to a centralized healthcare system and also
discusses the FL conceptual framework, which addresses many concerns. An extensive survey of various FL architectures and protocols
designed for healthcare environments is conducted. It also investigates novel ways to deploy FL approaches using advanced encryption
methods, like homomorphic and secure multi-party encryption, to improve privacy concerns. Moreover, this work covers the practical
limitations and challenges of FL in the realm of healthcare, which include communication costs, model aggregation techniques, and
scaling concerns. It also highlights new trends and directions in this field. Finally, the study discusses clinical applications of FL,
namely personalized medicine, predictive analytics, or scaling issues.
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1. Introduction

The amount of healthcare data is growing, which poses serious
privacy issues. Several techniques including federated Learning (FL)
have evolved to overcome these challenges while allowing
significant insights to be extracted from the data [1]. These data
provide huge insights, which may be used to advance clinical
research and improve patient care. However, it needs to preserve
and mitigate concerns about third-party access to sensitive
medical records [2]. In the past, huge datasets of patient details
were shared and processed by experts using a centralized
healthcare system [3]. The centralized approach has made a
stunning improvement, while it has created various issues related
to confidentiality and security concerns [4]. Due to central
processing, healthcare systems were at risk of information
breaches, unintentional disclosures, and undesirable access to
information [5]. With the passage of time and rapid increase in
healthcare data, techniques to combine model updates from
multiple devices without exposing individual data points were
desired, which allows collaborative model training while keeping
the privacy of patient data. To address these problems, a paradigm
called FL has been deployed [6]. FL computes model updates
locally on the specific devices, utilizing solely the data accessible
to only those devices. This implies that sensitive patient data
remain within the devices, which increases the privacy protection
of the data [7]. This new idea could completely change how

healthcare data are analyzed. It would let different organizations
work together to make strong models, while still keeping control
of their private information.

Figure 1 defines healthcare privacy preservation by FL.
Concentrating healthcare elements utilizing technology-enabled
clarifications to provide illness forecast and increase patient
gratification. This facilitated medical growth, but it has some
demerits as well such as privacy at risk [8]. FL addresses many
privacy issues that arise in centralized healthcare systems,
including breaches, unapproved access to data, and a lack of
control over patient information. Centralized systems increase risk
by concentrating critical data in one place. The implementation of
regulations like as GDPR and HIPAA has made decentralized
systems like FL essential for safe data handling. Through the
upgradation of electronic medical databases and extensive usage
of wearable expertise [9], there’s now more healthcare evidence
than earlier. This upsurge in data obtainability has elevated
worries near openings, illegal access, and latent misappropriation
of complex data [10]. To identify these apprehensions, FL occurs
as a means to protect confidentiality, changing old-fashioned
techniques of examining data [11]. Related to integrating
everything in a centralized location, FL extends the training of
simulations through diverse strategies permitting healthcare
administrations to retain the mechanism of their records [12]. This
dispersed method meaningfully expands data defense by reducing
the hazard of a single disaster element [13]. With the FL
approach, medicinal specialists could cooperate to shape models
deprived of the allocation of rough records of patients. This
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creates a supportive atmosphere in which organizations cooperatively
improve medicinal awareness [14]. The key goal of this study is to
systematically review studies on the usage of FL for keeping
confidentiality in healthcare analysis. It pursues to deliver an
inclusive thought of how FL could progress healthcare analytics into

an era of improved privacy and collaboration by examining the
existing state of the field, emphasizing key schemes, and discovering
trials and chances [15]. This paper uses the FL technique to predict
heart issues in IoT-based electronic health records. This combination
of FL offers a valuable predictive analytics procedure that maintains
data confidentiality [16]. The work published by [17] reviews the
existing studies and highlights challenges and latent upcoming uses
that can influence the healthcare system. The FL occurs as a creator
in the multifaceted demesne of data secrecy and cooperative study in
healthcare posing a technique to equilibrium patient confidentiality
protection with information detection [18]. This study discovers the
important policies, applications, and confines to offer a complete
appreciation of how FL can determine healthcare systems into a new
modified and combined policy.

2. Literature Review

Data security strategies in the healthcare domain have received a lot
of attention in the current era, due to the rising amount of delicate patient
archives and the condition to observe confidentiality rules similar to
HIPAA (Health Insurance Portability and Accountability Act) in the
US and GDPR (General Data Protection Regulation) in the EU.

In this section, we inspect the study on privacy-preserving
methods in healthcare, concentrating on FL employed for time-
series information. The development of larger models and datasets
has led to a rise in the use of distributed DL, which uses many

Figure 1
Healthcare privacy preservation by FL

Table 1
The study using FL approaches in healthcare

Study Key contribution Model

[19] Review of applications in FL FL
[20] Combined method for classification and identification of brain tumor FL with transfer learning
[21] Privacy-preserving speech-based cerebral anxiety identification FL
[22] Systematic literature review of FL in medical context FL vs. ML
[23] FL-based privacy-preserving smart healthcare system FL-based Differential Privacy
[24] Comprehensive survey on FL for privacy preservation in healthcare FL+ IOMT
[25] FL and differential privacy for medical image analysis FL-based Differential Privacy
[26] Cancer patients based on FL diagnosis model using FL
[27] Fog-based privacy-preserving FL for health [28] care FL+ CNN +Fog computing
[29] Insights through blockchain-enabled FL for precision medicine Blockchain + FL
[30] Taxonomy and trends in FL for medical applications FL vs. AI vs. ML
[31] Novel mechanism for privacy preservation in healthcare applications FL as a privacy-preserving approach
[32] Framework for privacy-preserving FL in IoMT FL + IOMT
[33] FL for prediction of long-lasting kidney infections FL
[34] Advancing healthcare informatics for privacy and security

through FL paradigms
FL

[35] Recent methodological advances in FL for healthcare FL
[36] Digital healthcare framework for patients with disabilities

based on deep FL schemes
Deep FL

[37] Client selection and resource allocation via graph neural
networks for efficient FL in healthcare environments

Graph Neural Networks

[38] FL-enabled approach towards healthcare analytics over fog computing FL + Fog Computing
[39] Heterogeneity-aware personalized FL framework for

intelligent healthcare applications in IoMT environments
Personalized FL + IOMT

[40] Unified fair FL for digital healthcare FL with h Unified Fairness Objective (FedUFO)
[41] FL system with data fusion for healthcare using multi-party

computation and additive secret sharing
FL + Multi-Party Computation

[42] FL meets blockchain in decentralized data sharing: Healthcare use case Blockchain + FL
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processing units (such as GPUs and TPUs) to shorten training times
[43]. They examine several decentralized approaches and assess
how they work with healthcare analytics. Jones and Patel’s case
studies and application analysis provided valuable insight into
the advantages and challenges of decentralized frameworks
before our research [44]. In their work, Rehm et al. [45] deal
with regulatory issues related to sharing healthcare record. The
study includes an in-depth analysis of privacy legal guidelines,
which include HIPAA and GDPR, and the implications for
information sharing within healthcare. Understanding the criminal
panorama is pivotal and informs our discussion of the demanding
situations and considerations related to regulatory compliance
within the context of FL. Different studies synthesized the most
recent innovations in FL by exploring and synthesizing emerging
traits [46]. This observation sheds light on the latest tendencies
in federated architectures, privacy-maintaining algorithms, and
packages. The ahead-searching perspective contributes to our
discussion of the future instructions of FL in healthcare, enriching
our understanding of the evolving landscape [47]. Figure 2
represents the number of studies published using FL approaches for
healthcare.

There have been several recent surveys on the use of FL in
healthcare. For instance, Silva and Soto [48] conducted an
extensive survey focusing on privacy-preserving mechanisms
within FL frameworks. Another study by Chernyshev et al. [49]
explored FL applications specifically in personalized medicine.
Moreover, Iroju et al. [50] reviewed the use of FL in medical
imaging, providing insights into its strengths and limitations in
this area. Unlike these studies, our review focuses on the broader
application of FL in various healthcare domains, highlighting
both established methods and emerging trends. We also
address the technical challenges, such as data heterogeneity and
communication efficiency, which are critical in healthcare
settings. Finally, we suggest potential directions for future
research, including the integration of FL with other privacy-
enhancing technologies like homomorphic encryption.

3. Research Methodology

This comprehensive survey employs a multifaceted approach
encompassing literature review and survey methodologies to
provide a refined understanding of the current landscape and
future directions in privacy-preserving healthcare analytics.

3.1. Literature review

The literature review methodology adopts a systematic approach
to collect and analyze relevant studies related to FL in healthcare. Key
search terms such as “Federated Learning”, “healthcare analytics”, and
“privacy preservation” were defined to query databases, including
PubMed, IEEE Xplore, and Google Scholar. Studies were screened
based on predefined inclusion criteria to ensure comprehensive
coverage of privacy-preserving healthcare analytics.

3.2. Survey design and data collection

To supplement the literature review findings, a structured
survey was released to get evaluations from researchers,
practitioners, and specialists actively working in privacy-keeping
analytics in healthcare using FL. The questionnaire covered
problems consisting of privacy-retaining strategies and federated
systems. It additionally highlighted applications, emerging trends,
and problems.

The ballot becomes primarily based on topics identified inside
the literature. Academic networks, enterprise-precise websites, and
research groups have been the various distribution channels used.
The survey includes an eclectic blend of respondents based totally
on their qualifications and contributions to Healthcare FL. The
survey findings were tested both subjectively and numerically to
have a better knowledge of present practices, potential challenges,
and guidelines. Table 1 presents related work regarding privacy
preserving in FL. This literature review was focused on extracting
important information including methods, challenges, applications,
privacy-preserving technologies, etc. The structured framework is
a basis for synthesizing knowledge.

3.3. Data synthesis and analysis

Data from the survey and literature changed into blended and
subjected to thematic analysis to become aware of crucial
tendencies, styles, and insights. This synthesis aimed to bring
together data from literature and expert first-hand experiences to
create a cohesive story that illustrated the current realm of
privacy-retaining analytics in healthcare with FL. A detailed
review of the form of research techniques used inside the concern
was supplied via the methodological classification that became
used to arrange research in keeping with their processes and
techniques. A comprehensive investigation is ensured via the
triangulation of procedures, which permits a detailed portrayal of
the nation of privacy-keeping healthcare analytics nowadays. In
this sizeable survey, the foundation for a full understanding and
discussion is shaped by the mixed insights from the literature and
survey comments.

4. Privacy Challenges in Healthcare Data Analytics

Privacy issues in healthcare data analytics contain hazards of
illegal access, data breaches, and re-identification of anonymized
accounts. Distribution data across organizations raise these
hazards, while lawful and moral submission remains multifaceted.
Balancing data usefulness with confidentiality safety is an

Figure 2
The number of studies published using FL

approaches for healthcare
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important apprehension. Table 2 describes the related issues of
centralized/traditional approach in healthcare.

4.1. Centralized approaches and vulnerabilities

The traditional approach of centralized healthcare information
analytics has been a cornerstone of clinical studies and affected
personal care. Significant privacy issues have been related to this
approach, even though. Centralized records repositories attract
unauthorized access due to the abundance of patient information
they contain [59]. Sensitive information being focused in a single
region raises the opportunity of sizable data breaches, which may
compromise patient privacy, confidentiality, and self-belief. Data
breaches in healthcare no longer only expose sufferers to the
threat of identity robbery and economic fraud but also have

broader implications for public health [60]. The compromise of
sensitive clinical information can lead to the erosion of the
affected person’s acceptance as true within healthcare structures,
delaying individuals from sharing important data with their
healthcare vendors. As healthcare institutions turn out to be
trustees of full-size electronic fitness records [61], wearable tool
facts, and diagnostic imaging, the want to toughen defenses in
opposition to cyber threats becomes paramount. Figure 3
represents the privacy challenges in healthcare.

4.2. Evolving regulatory landscape

The ever-changing criminal frameworks meant to defend
patient statistics in addition complicate the privacy state of affairs

Table 2
Issues of centralized/traditional approach in healthcare

Issues Description

Privacy and data limitation FL method for breast cancer revealing based on DCNN [51].
Limited Interoperability Challenges in integrating data from disparate systems hinder seamless

collaboration and information exchange [50].
Slow Data Access and Retrieval Retrieving patient data can be time-consuming, impacting timely

decision-making, especially in emergencies [52].
Challenges in Collaboration Data sharing between institutions requires complex agreements

and may involve legal and privacy concerns [53].
Scalability Concerns Analysis of the outcomes and scalability of FL for medicinal imaging [54].
Patient Empowerment and Control Patients have limited influence over how their data is utilized,

and the data-sharing process may lack transparency [55].
Data quality, bias, and strategic problems in reinforcement learning of healthcare applications [56]
The Ambiguity of Data Ownership & Control Uncertainty concerning facts possession and controls,

which may make a contribution to disputes and worries [57].
Design, application, and issues Challenges, applications, and design features of FL [58]

Figure 3
Privacy challenges in healthcare
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within the healthcare industry [62]. Laws just like the HIPAA in the
United States and the GDPR in the European Union impose strict
policies on healthcare companies and carriers [63]. In addition to
being required through regulation, following these tips is morally
necessary for healthcare-associated records [64]. Robust security
features, open information policies, and a proactive approach to
privacy hazard mitigation are essential to fulfill those legislative
responsibilities.

4.3. Informed consent and patient autonomy

The concept of Autonomy of the Patient and Informed Consent
introduces another layer of complexity to privacy-demanding
situations in healthcare. As scientific centers collect and take a look
at patient data for clinical investigations, getting informed
permission is important [65]. Patients must obtain sufficient records
on the supposed usage, accessibility, and reason of their data.
However, making sure significant knowledgeable consent is
difficult, specifically inside the context of huge-scale facts analytics
where the particular uses of statistics may also change over time.

The dynamic nature of healthcare research and the potential for
unforeseen applications of statistics introduce challenges in
keeping transparency and upholding patient autonomy [66].
Striking a stability between advancing scientific information and
respecting affected person autonomy calls for modern solutions
that cross past conventional consent models [67]. Figure 4
indicates the FL approach.

4.4. Data-sharing dilemma

Collaborative research and information sharing are
cornerstones of scientific progress; however, in healthcare,
locating the appropriate equilibrium among sharing information
for collective advantage and protective personal privacy is
problematic. While centralized methods facilitate data sharing for
studies, they inherently reveal datasets to broader audiences,
raising concerns about unintended disclosures. This tension is the
supply of the dilemma among the need to pursue clinical
advances and shield privacy. To remedy this war, privacy-
maintaining techniques are important. They permit healthcare

Figure 4
Federated learning approach

Table 3
Privacy-preserving algorithms in federated learning

Algorithm Key features Applications in healthcare

Homomorphic
Encryption [68]

Permits calculations on encoded information
deprived of decryption.

Secure computation of aggregate statistics
on sensitive patient data

Secure Multi-Party
Computation [69]

Permits bashes together to calculate a function over
their efforts although observance of those efforts is secretive.

Collaborative model training without
exposing raw patient data

Differential Privacy [70] Adds noise to the data to protect individual privacy
during statistical analysis.

Aggregated data analysis with a provable
level of privacy protection
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businesses to take part in broader research while not having to
compromise the confidentiality of sufferers’ facts [74].

4.5. Stigmatization and discrimination

The privacy challenges extend beyond technical and regulatory
issues to encompass societal influences. The disclosure of genetic or
clinical predispositions can cause discrimination and stigma in the
healthcare context [75]. Patients may not seek clinical attention
or screen important data if they worry about social outcomes
or discrimination. For instance, the revelation of a genetic
predisposition to a certain disease can affect employment, coverage,
and private relationships [76]. The moral quandary is balancing the
clinical advantages of analytics with the damage that might be as a
result of misinterpretation or misuse of the facts.

5. Federated Learning: A Privacy-Preserving
Paradigm in Healthcare

The Healthcare system through its different groups of patient
investigation history has extended efforts with the duty of opposite
the possible for data-driven visions with the requirement to defend
patient confidentiality. In this modern field, where the capacity of
healthcare archives is growing, a distinctive model referred to as FL
is developing as a transformative force [77]. This devolved device
grasping method holds the capacity to transform the healthcare field
highlighting the specific confidentiality problematic conditions
connected to the central archives style.

5.1. Decentralized machine learning

FL emerges as a strong solution to the privacy challenges posed by
centralized healthcare data analytics. At its core, a decentralizedmachine
learning paradigm called FL allows model training to take place over a
network of servers or devices that are hosting local data. Unlike
traditional machine learning models that require centralized data
aggregation, FL allows the training of models directly on the local
data sources [78]. Table 3 privacy-preserving algorithms in FL. The
key distinction lies in the collaborative nature of model training.
Instead of pooling raw data into a central repository, FL enables the
training of models locally on each device [79]. Instead of sending raw
data to a central server for aggregation, just the model changes are sent.

FL decentralizes the model training process to solve the issues of
patient confidentiality and data sharing. Only model updates are
shared, and data stay on local devices, lowering the possibility of
breaches and guaranteeing adherence to privacy laws like GDPR
and HIPAA.

5.2. Understanding federated learning

FL, at its core, is a machine learning paradigm that decentralizes
data collection and aggregation [80]. The FL allows collaborative

learning between multiple devices and servers that each hold their
data. The model can be trained on these devices; the only thing
that is sent to the central server, instead of the raw data, is the
updates. This fundamental shift in strategy has several advantages,
particularly in the healthcare sector where sensitive patient data is
critical. The FL ensures that data are kept confidential by
eliminating the need for raw data to be transmitted. This guarantees
that the information about the patient stays within the confines of
the company that created it [81]. This gives the patients an added
sense of trust and security, in addition to conforming to legal standards.

5.3. Maintaining confidentiality of data in
healthcare

The confidentiality of patient data is dominant in healthcare
domains. The FL is intended to attain this. The traditional
techniques can be skilled by devolved information without a vital
to unify accumulation [82]. The sensitivity of data crack
throughout programmed is compact, and healthcare organizations
can preserve control over intimate datasets. Consider a condition
wherever some clinics cooperate to make a perfect that expects a
medicinal situation. The FL permits the individual hospital to train
its model with native data, deprived of the requirement to share
the raw data with additional clinics. These different datasets are
employed to connect the cooperative intellect that offers esteemed
visions and does not negotiate discrete patient confidentiality.

5.4. Applications of federated learning in
healthcare

The FL through its prominence on decentralized method exercise
and information confidentiality has arisen as a radical model in
healthcare domains [83]. This transformative method unlocks a
countless of uses that influence cooperative intellect deprived of
cooperating the privacy of complex persistent information. The
following sections explore various domains in which FL has driven
significant progress in the design of healthcare procedures.

5.5. Predictive analytics

The FL performed an essential part in evolving prognostic
analysis inside the healthcare area [84]. Organizations
collaboratively progress to defined prognostic simulations for
illness evolution, patient consequences, and possible health
difficulties deprived of the essential central accumulation of
patient information. Figure 3 represents different FL approaches.
This concerted strategy involves exercising traditional techniques
on different enduring datasets agreeing for the abstraction of
visions from many organizations. The conclusion is further
appropriately precise in the prediction of disease perfection,
reckoning human lives at high danger, and improving treatment
strategies, resulting in proactive and tailor-made healthcare

Table 4
Summary of federated learning architectures in healthcare

Architecture type Key characteristics Applications in healthcare

Horizontal FL [71] Multiple institutions have data on the same
features but different samples.

Collaborative disease prediction,
shared diagnostic models

Vertical FL [72] Institutions have data on different
features of the same samples.

Integrated patient data for
comprehensive diagnostics

Federated Transfer
Learning [73]

Utilizes pre-trained models and
fine-tunes them on local data.

Improved model performance for
specific healthcare tasks
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interventions [85]. Table 4 presents the summary of FL architectures
in healthcare. FL has demonstrated enormous promise in medicinal
properties particularly in predictive analytics and tailored treatment.
FL promotes the creation of highly accurate illness predictionmodels
and individualized treatment plans by enabling models to be trained
across several institutions without exchanging raw data, protecting
patient privacy while enhancing healthcare results.

5.6. Disease diagnosis

FL may additionally increase the accuracy and performance of
contamination diagnosis. Diagnostic models can be trained on local
datasets without revealing raw patient data by utilizing collaborative
insights from diverse datasets sourced from various healthcare
organizations. The collaborative introduction of those models
involves integrating know-how from numerous establishments to
provide more complete and correct diagnostic equipment. This
technique helps to enhance diagnostic talents, decrease misdiagnosis
rates, and create fashions that are adaptable to exclusive patient
companies and healthcare settings. Figure 5 shows FL for privacy-
preserving in healthcare.

5.7. Treatment optimization

FL gives a framework for geared treatment plans and boosted
healing interventions primarily based on collaborative insights
gleaned from a whole lot of affected person businesses. Healthcare
professionals can use this method to create models that predict
remedy effects primarily based on affected person traits, genetic
variables, and treatment records. These fashions had been skilled.
Collaboration without the need to reveal relevant patient details can
result in extra personalized remedy tips, fewer unwanted facet
outcomes, and higher remedy consequences interventions.

5.8. Clinical research and trials

FL promotes inter-institutional collaboration in clinical trials
and studies while respecting patient privacy and confidentiality.
Institutional facts are probably aggregated for studies without
liberating the raw facts. Models can also be created together to
examine remedy effectiveness adverse reactions, and patient
responses across many patient corporations. The collaborative
studies method shortens the look at periods and optimizes
statistical strength by employing using large datasets. It
additionally complements generalizability interventions.

5.9. Personalized medicine

Personalized medicine greatly benefits from FL. It
accomplishes this by using tailoring medical care to the precise
wishes of every affected person through integrating insights from
decentralized records. This method makes it feasible to create
customized models that account for factors specific to every
affected person. These include lifestyle, clinical records, and
genetics. Without unveiling particular patient facts, the ways may
be educated throughout several establishments. This results in
healthcare strategies which are correct, changed, and the top
quality. Table 5 shows the comparison of privacy terms in
centralized and decentralized healthcare approaches.

5.10. Public health surveillance

FL makes it possible to actively examine data acquired from
many geographic places, which enhances public fitness
surveillance talents. Without requiring crucial data sharing, this
technique enables the creation of models to track disease
outbreaks, identify health trends, and forecast population health

Figure 5
Federated learning for privacy preserving in healthcare
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impacts. This technique makes it feasible to become aware of
infectious illnesses earlier, enforce public health treatments more
effectively, and assess health developments in a diverse population.

6. Advantages of FL in Healthcare

6.1. Patient privacy protection in federated
learning

This ensures that no health institution will be denied full
authority to the healthcare data developed within its zones [86].
This decentralized approach protects privacy by reducing the risk
of unintentional disclosures or unwanted access.

6.2. Compliance with regulatory standards

FL serves as a solution that adheres to the rigorous standards of
healthcare data and has the potential to improve decision-making in
the medical field [87]. They would be essential to assist in navigating
within a regulatory environment so complex by controlling the extent
of data sharing and providing precise control of updates to a model.

6.3. Dynamic consent

Healthcare research is often dynamic, and this challenges the
traditional static nature of informed consent [88]. The FL reduces
the requirement for consent to extensive data sharing by only
transmitting model updates [89]. The updated model pursues the
goals to respect autonomy that healthcare research in the
evolution of patient rights has pushed toward.

6.4. Collaborative insights without data exchange

FL, with the ability to let multiple health organizations
collaborate in developing a model without actually sharing raw data
from patients, is eased by technologies [90]. This joint effort paves
the way for a blend of multifarious datasets that, in turn, lead to the
development of generalizable models and more reliably robust.

6.5. Future directions and emerging trends

The healthcare system endures to contend with confidentiality
anxieties though determined to influence progressive skills for
upgraded enduring care, numerous imminent instructions, and
developing inclinations are composed to form the setting of
privacy-preserving healthcare by FL. The most prominent
direction is the modification of FL techniques and policies to
improve confidentiality and security while preserving the usefulness

of common models through different healthcare datasets. Moreover,
merging FL with extra privacy-enhancing technologies like different
data encrypted techniques to reinforce privacy health systems. One
other important feature is the importance of moral thoughts and
lawful outlines for FL rehearsal with strategies for enduring accord,
data organization, and clearness in ideal training besides calculation
rules. The union of blockchain, edge calculating FL, and
developing tools such as these embraces the potential of dispersed
and safe data sharing through the healthcare ecology. By embracing
these future directions and emerging trends, stakeholders in the
healthcare industry can foster innovation, protect patient privacy,
and provide healthcare solutions that are based on personal data to
enhance.

Future studies should concentrate on improving FL privacy-
preserving capabilities through its integration with cutting-edge
encryption techniques like safe multi-party computing and
homomorphic encryption. Additionally, resolving model accuracy
concerns in diverse settings and enhancing communication
effectiveness would increase FL’s efficacy in protecting patient
privacy.

7. Practical Limitations and Challenges

Despite its advantages, FL presents real-world difficulties in the
healthcare industry, especially when it comes to controlling
communication expenses and model aggregation. While non-IID
data between devices make model convergence more difficult,
constant synchronization across devices raises overhead.
Furthermore, device heterogeneity makes model aggregation
procedures much more difficult, which lowers FL’s effectiveness
in actual healthcare environments.

While this survey highlights the current state of FL in
healthcare, significant gaps remain, particularly in the areas of
model aggregation, communication efficiency, and regulatory
compliance. Future research should focus on developing robust
FL architectures that can handle heterogeneous healthcare
environments, integrate cutting-edge encryption technologies, and
improve scalability without compromising privacy.

8. Conclusion

In conclusion, this study provides a thorough examination of
potential privacy-preserving strategies in the healthcare industry,
emphasizing the transformative significance of FL. A review of the
literature and relevant research was conducted with a focus on the
experience and summarization of the existing knowledge on the
advantages, disadvantages, and potential opportunities of
decentralized ways of learning. However, the value of the research
is assumed by the sources Smith and Davis [57], and Wang et al.
[91] gave the researchers additional perspectives on the peculiarities
of the healthcare-FL connection. Looking back at our results, we
find that FL is a valuable way to protect privacy while promoting
the collective intelligence of decentralized healthcare data. To
combat the continued challenges of centralization, including data
security, interoperability, and patient sovereignty, inventive answers
are required. The FL is a remedy for even the largest and most
serious impediments of centralized strategies. The collaborative
training approach overcomes the difficulties of exchange while
simultaneously preserving patients’ confidentiality. Thus, privacy-
preserving analytics in healthcare is a future where FL retains
significant potential. Advancements in federated architectural
systems and blockchain technology are shaping the future of
healthcare analytics. As researchers and clinicians continue to

Table 5
Comparison of privacy terms in centralized
and decentralized healthcare approaches

Privacy terms
Centralized
approach

Decentralized
approach

Data Encryption 40% 90%
Anonymization Techniques 30% 80%
Consent Management 30% 70%
Fine-Grained Access Control 20% 80%
Transparency & Auditability 30% 90%
Minimization of Data Collection 20% 80%
User Authentication & Authorization 40% 90%
Regulatory Compliance 40% 90%
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grapple with healthcare data complexity, FL stands out as a prime tool
for preserving and advancing healthcare analytics. The survey is
beneficial to understanding this dynamic area and acts as a guide
for future efforts in chasing privacy-conscious healthcare innovations.
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