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Abstract:Classifying data stands as a pivotal stage within themachine learning process, wherein extracting insights from vast datasets poses a
formidable challenge. Within the realm of big data research, numerous methodologies have been employed to tackle these obstacles. Machine
learning methodologies must evolve to effectively address the burgeoning challenges and complexities inherent in research. Deep learning
methodologies have emerged as a solution for big data classification, effectively managing the rapid influx of data through deep neural
networks. These networks’ multi-layered architectures excel in discerning patterns within extensive datasets. Real-world applications,
such as speech recognition, sentiment analysis, prediction, and recommender systems, prominently feature the utilization of deep
learning algorithms. This study integrates incremental learning with the Deep Multiple Layer Perceptron utilized as a classifier.
Experimental results encompassing six datasets showcase notable enhancements in classification accuracy. The proposed approach
considerably contributed to reduce the processing time; at the same time, incremental deep learning classification has contributed for
enhanced accuracy percentage. From the results’ observation, the proposed model achieves higher accuracy and less processing time.
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1. Introduction

Big data analytics (BDA) [1] is a buzz term for its widespread
use in business, education, healthcare, and many more. The
advantage of such analytics is that it provides interpretations that
are advantageous to society and humankind. The benefits include
marketing strategies, scientific developments, prediction systems,
customer segmentation, disease prediction, and so on. Many
companies have started deploying BDA on a large scale (immense
quantity of data), and research interests have boomed up across
the world. The aim of the research endeavor is to provide society
with valuable insights gleaned from thorough analysis.

The BDA research [2] developments have been categorized into
classification, feature selection (FS), storagemanagement, and security
aspects. The advantages of BDA are faster analytics of immense data
of varied types (multiple sources), effective decision-making at the
right time, cost benefits, early prediction of diseases/ weather
prediction that may alarm people, optimization of operations across
the verticals, a better understanding of social network data and
aid in developing better plans, enhanced efficiency, societal
development, health care, and medical advancements.

Data management [3] is indeed the greatest challenge because
voluminous data have to be stored, maintained, and later processed.
In real time, the storage space complexity is higher and the cost
incurred for such storage is also higher. The data are gathered
from varied sources with a diverse format. The quality of the data
is maintained using sophisticated big data tools and techniques.
Resources are needed to accommodate storage requirements. The

data security system is enhanced to protect the data. The intricate
big data ecosystem must address all the security concerns and
issues. Numerous big data tools have been developed for storage,
processing, and deep analytics. The appropriate tools are selected
based on the requirement and type of analytics required. The
basics of analytics are classified into main categories based on the
mode the analytics is being carried out. Analytics has been used
as a new trend in most organizations to support decision-making
through the implications.

Descriptive and exploratory analytics [4] are implemented by a
set of mathematical models and a set of visualization techniques.
Predictive analytics are closely associated with machine learning
techniques such as classification, regression, text analytics, and
clustering. Prescriptive methods are intended for optimal
solutions. Mathematical optimization and stochastic models are
developed for this kind of analytics. Classification is the
substantial phase in the machine learning process, where deriving
implications from huge data is a challenging task. In big data
mining research, many approaches have already been in use to
address the problems. The machine learning algorithm for big data
mining should be adapted in such a way as to accommodate all
the intensifying research challenges and issues.

The novel classification model has been projected and assessed
across high-dimensional datasets [5]. The objective of such
analytics, encompassing medical, sentiment, emotion, psychology,
and drug development domains, is to extract insights and identify
patterns aimed at enhancing people’s lifestyles. A range of dataset
types was employed to showcase the adaptability of the proposed
model. This analytical approach is vital for societal system
enhancement. The research findings indicate enhanced classification
accuracy and reduced computation time.
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The major challenge in data mining is the classification of big
datasets. The big data mining process is classified into either
classification or prediction models. Any classification algorithm aims to
reduce the error between predicted and actual values. In the case of
BDA, the challenge is to achieve enhanced accuracy with reduced time
complexity. The selection of learning algorithms is a research challenge
based on the nature of the application and problem specificity. Many
research aspects have been proposed for big data classification.

The general classification of learning algorithms falls into
classes such as supervised, unsupervised, semi-supervised, and
reinforcement. Supervised learning methods are employed to
identify which category or class labels the given dataset samples
belong to. The learning is guided by known output variables.
Classification and regression are types of guided learning
approaches. Unsupervised learning approaches are used when the
classification label is unknown, and the learning algorithm groups
similar patterns together. Semi-supervised learning combines both
approaches. The reinforcement learning method is based on real-
time learning and rewards or penalties.

1.1. Steps in the classification process

The big data mining [6] process is supported by the techniques
used for data collection, data cleaning, pre-processing, model
building, evaluation, and testing. The significant aspect of this
part of the section is to elaborate on the steps and base methods
involved in the flow of BDA instigated in this research.

1.1.1. Data collection
The foremost task in data analytics is data collection. It is the

process of investigating and exploring the characteristics of the
data under study. Data can be accumulated from the repositories
or it can be acquired from data warehouses. The proposed model
is implemented and tested with datasets from the UCI repository
and Twitter datasets from Kaggle.

1.1.2. Pre-processing of data
The data pre-processing [7] is aimed at treating the collected

data and removing any anomalies. This step is considered
significant because the quality of the data is directly correlated to
the outcome of the results. “Data Cleaning” involves treating null
values and checking for data integrity. “Data Integration” aims to
combine data in different formats into a common form to resolve
representation conflicts. “Data Transformation” is applied when
the data are on a different range or scale, and it involves
generalizing datasets. “Data reduction” is a technique used to
convert high-dimensional space into a lower dimension.

1.1.3. Big data classification
The major challenge in data mining is the classification of large

datasets [8]. The big data mining process is categorized into either
classification or prediction models. Any classification algorithm
aims to minimize the error between predicted and actual values. In
the case of BDA, the challenge is to achieve enhanced accuracy
with reduced time complexity. The selection of learning algorithms
is a research challenge based on the nature of the application and
problem specifics. The general classification of learning algorithms
falls into classes such as supervised, unsupervised, semi-supervised,
and reinforcement learning. Supervised learning methods are
employed to identify to which category or class label the given
dataset samples belong. The learning process is guided by known
output variables. Classification [9] and regression are types of
guided learning approaches.

2. Background Study

Machine learning algorithms are being considered for
classification problems because they can effectively analyze large
volumes, speeds, and a variety of data. The recent research
summary provides an overview of a bibliometric study
investigating research trends in Artificial Intelligence (AI) and
BDA across diverse academic domains. It delineates the rising
interest in AI and BDA among scholars and practitioners and
delineates the methodology employed to gather and analyze data
from 711 articles published between 2012 and 2022. The study
delineates significant contributors to AI and BDA research,
encompassing countries, institutions, and research clusters.
Notably, the USA emerges as the most influential nation in terms
of citations, while China stands out as the most prolific nation in
terms of publications. Additionally, the study identifies five
principal research clusters where AI and BDA are extensively
explored and forecasts key areas of future research focus. Overall,
the summary furnishes valuable insights into the global landscape
of AI and BDA research, serving as a resource for both novice
and experienced researchers seeking to comprehend current trends
and anticipate future directions in the field [10].

An optimized multi-kernel support vector machine (SVM)
classifier customized with hyper-heuristic salp swarm optimization
(HHSSO) is used to solve the big data classification challenge. By
choosing the best feature subsets and fine-tuning SVM kernels,
the method attempts to solve the computational time problems
with SVM for large data. In order to determine the optimal kernel
function and improve SVM parameters, it combines the HHSSO
technique with conventional salp swarm optimization (SSO). The
MATLAB-implemented approach, assessed on reference datasets,
shows enhanced precision and decreased processing time for
large-scale data classification [11].

The credit scoring is to financial institutions and how huge
data present obstacles for precisely determining the financial
trustworthiness of loan applicants. The use of machine learning
algorithms that can handle massive volumes of data from sources
like social networks is a result of traditional data mining approaches’
difficulties with this task. However, static credit scoring models
become outdated over time due to the dynamic nature of
customer behavior and variables. The Incremental Adaptive and
Heterogeneous Ensemble (IAHE) credit scoring model is a solution,
which is made to identify changes in consumer behavior, learn
incrementally, and adapt to variable drift. Empirical tests show that
IAHE outperforms nine other credit scoring models in identifying
default samples and generalization capacity across several datasets [12].

The difficulties in utilizing artificial neural networks (ANN) for
Big Data are discussed in the paragraph, which stems from the
sluggish convergence rates of conventional learning methods like
backpropagation. An ANN learning algorithm based on
distributed genetic algorithms is suggested as a solution to this
problem. For distributed learning, Genetic Algorithm provides
effective parallelization that improves accuracy and convergence.
As compared to conventional methods, experimental findings
show a considerable improvement in computing time and
accuracy, demonstrating the efficacy of the suggested approach
for ANN learning with Big Data [13].

Deep learning (DL) plays a crucial role in learning data
representations and is characterized by its multilayered nonlinear
structure in machine learning. It talks about how model transfer
and other techniques like generative and discriminative models
have allowed DL to completely transform information processing.
A thorough analysis of DL algorithms, such as Multilayer
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Perceptrons, Self-Organizing Maps, and Deep Belief Networks, is
suggested in this article. It focuses on the latest and historical
developments in DL implementation techniques and architectures.
Moreover, it classifies different uses of these methods in a range
of industries, including natural language processing, wireless
networks, speech recognition, and medical applications [14].

The ability of deep learning (DL) algorithms to analyze
unstructured data makes them valuable for applications such as
natural language processing, image classification, speech recognition,
and more. The survey study offers a thorough analysis of DL
techniques in BDA, including information on their taxonomy,
fundamental methods, intricacies, difficulties, and practical
applications. In addition, it examines benchmarked frameworks and
datasets, compares and contrasts current methods, and talks about
obstacles and future possibilities in DL modeling [15]. The review
study offers insights into a range of research projects targeted at BDA
and machine learning opportunities and difficulties. In addition to
providing significant advances in knowledge and methodologies in
these fields, they include studies on bibliometric analysis of trends in
AI and BDA, optimization of SVM classifiers for big data
classification, development of adaptive credit scoring models,
proposal of distributed genetic algorithms for ANN learning,
exploration of DL applications across various domains, and thorough
surveys on DL techniques in BDA.

3. Proposed Methodology: Experimental Design

The proposed model is illustrated in Figure 1. In the initial
phase, input samples are normalized to a common scale. During
the FS phase, the MapReduce approach is utilized to enhance
accuracy and reduce execution time, addressing scalability issues.
FS is carried out in a distributed (parallel) manner using the
Accelerated BAT algorithm. This is followed by the classification
phase, where the Enhanced Incremental Deep Multi-Layer
Perceptron (EIDMLP) classifier is proposed.

3.1. Pre-processing

In the initial phase, input samples undergoMin-Maxnormalization
to scale all data to a common range, typically [0,1]. This step ensures
that each feature contributes equally to the analysis, preventing
features with larger ranges from dominating the learning algorithms.

3.2. Feature selection

During the FS phase, the MapReduce approach is employed to
enhance accuracy and decrease execution time, effectively
addressing scalability challenges associated with large datasets.
MapReduce enables efficient processing by distributing the data
across multiple nodes, thereby parallelizing the computation. FS is
then performed using the Accelerated BAT algorithm in a
distributed (parallel) manner. The Accelerated BAT algorithm
optimizes FS by mimicking the echolocation behavior of bats,
ensuring that the most relevant features are chosen quickly and
efficiently. This distributed approach leverages parallel processing
to handle large volumes of data more effectively.

In the MapReduce model, the dataset Ds is divided into subsets
and distributed across different nodes. The FS algorithm is applied to
each partition, allowing the algorithm to run in parallel. This parallel
execution ensures that the subsets are processed while preserving class
balance. For a subset Dsi, a mapping function called mapi is applied.
During the mapping phase, Dsi is processed using Accelerated Bat
Algorithm. The FS algorithm is applied to each partition, and the

mapi function generates an output fei = (fei1, : : : , feiD), where D
represents the number of selected features. In the reduce phase, the
individual outputs from each node are merged to produce the final
result. The Accelerated BAT Algorithm is given in Algorithm 1.

3.3. Classification

Finally, the classification phase employs the EIDMLP
classifier. Big data classification is expected to adapt through
incremental learning (IL). Many advancements in online and IL
techniques have been achieved recently, with a focus on real-time
massive data stream classification. The idea behind this approach
is to update the induction model gradually rather than rebuilding it
every time new instances appear. This kind of situation is
frequently encountered in real-time systems where instances are
streaming rather than fixed.

To augment big data stream classification, DMLP is employed.
An ensemble method combines the classification results of
individual classifiers, thus benefiting from classification accuracy.
The classification decision is made by a majority of the votes [16]
proposed by the classifier. DMLP is a feedforward network [17]
that maps the input to corresponding output. It is connected across
the input, hidden, and output layers. Layer-to-layer connectivity is
established for learning and training. Except for the input layers,

Figure 1
Proposed methodology: Classification architecture
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the activation function (sigmoid) is applied to the neurons. This
network is intended for nonlinear data with three ensembles.

Algorithm 1

In DMLP, more than 5 hidden layers are constructed compared
to the conventional MLP network. In general, sigmoid and tanh
functions have shown elevated performance for large-sized
networks. The connection is linked between layer (i) and layer (j),
and the weight measure weji is applied to each neuron.

The input netið Þ is given to the layer, and aci is the activation
output. Even though the classification task is very well handled by
this network, big data streams still pose a challenge of updating
the streams that may arrive at different intervals. To overcome this
glitch, an incremental approach is coupled with this procedure. IL is
designed to adapt to big data stream classification by updating the
induction model incrementally rather than reconstructing it with each
new instance. This approach is particularly useful in real-time
applications where data instances continuously stream. The Hoeffd-
ing tree is an incremental classifier tailored for big data streams,
assuming a stable data distribution. It constructs a tree-like structure
by evaluating node conditions using the Hoeffding bound for node
splitting decisions. The algorithm begins with a root node and
updates each node with sufficient statistics to make further split
decisions. The fitness function is calculated for each leaf node,
and the top leaf nodes with the highest bound values are identified.
The Hoeffding value (B) is generated and compared with informa-
tion gain, and this process is repeated to enhance the algorithm’s
efficacy, ultimately splitting nodes and growing the tree accordingly.

Thus, the reconstruction of the learning model is greatly
minimized. The model updation is updated incrementally. To
combat the aforementioned issues, an incremental DMLP

classification model is projected. The frequency of (atij), for a class
(yk), Hoeffding Bound (HB) [18] is found using Equation (1).

HB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 lnð1

δ
Þ

2n

s
(1)

where R is the distribution of class and number of instances(n). At
any specific time, the upper value of H(.) is found by Equation (2),

atia ¼ argmax H atij
� �

(2)

Similarly, the second highest value is atib found by Equation (3),

atib ¼ argmax HðatijÞ; 8j 6¼ a (3)

The two highest values are incrementally taken as induction leaves.
The ΔH(ati) is figured by the Equation (4),

ΔHðatiÞ ¼ ΔHðatiaÞ �ΔHðatibÞ (4)

ΔH (ati) is applied to each attribute (atib) and i 2 I gives the
difference between the two highest values. The confidence interval
(rtrue) is calculated for “n” number of instances. This is achieved to
correlate the attribute (atij) to class (yk). The confidence intervals are
updated incrementally for ati, r �HB � rtrue < r þ HB, where
r ¼ 1 n= ÞP rið is maintained. When rtrue < 1 is true for samples,
then ati is considered as the best statistical candidate with enhanced
accuracy.

The classification output of each ensemble is collated with a
majority voting rule.

Consider the following notations.
For each Tr 2 ri, the prediction is done for the classifier (Q)

that have all the predicted classes. The majority of the classes are
identified by the maximum votes as described below.

Let cll 2 CL describe the class and Tr is predicted by a
classifier Al, and a counting function (Fk) is given in Equation (5),

Fk cllð Þ ¼ 1 cll ¼ clk
0 cll 6¼ clk

�
(5)

where cll and clk = Classes of CL.
The accumulation of votes for clk by a voting function is given

in Equation (6),

mvMk ¼ Tck ¼
X

M
l¼1

Fk cllð Þ (6)

The collection of classes set is given by Equation (7),

S trð Þ ¼ argmax
k2 1;...Qf g¼

Tck (7)

The inclusive steps of proposed EIDMLP classifier [19] are
presented in Algorithm 2 and Figure 2. For classification
problems, the standard evaluation metrics used are Precision,
Recall, F-measure, and Accuracy. Apart from these metrics, time
factor is also vital for BDA classification problem; thus, execution
time is taken for one of the performance metrics. Conventional
approaches are time-consuming and require reconstructing the
learning model from scratch every time. The conventional training
model assumes that all instances are fully available before
training, which is in contrast to IL. Algorithms that facilitate this
type of learning are incremental classifiers. These classifiers retain
previous knowledge and update future learning as well. This is a
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dynamic technique to process data that arrives gradually over time.
They maintain and update the learning parameters relevant to past
values (history). The proposed EIDMLP is a robust DL model
that consists of multiple layers of neurons, capable of capturing
complex patterns in the data.

Algorithm 2

4. Results and Discussion

The datasets (UCI & Kaggle) used are given in Figures 3 and 4.
Arcene comprises of 900 instances with 10,000 attributes in which the
numerous feature characteristics have been categorized into either
cancerous or non-cancerous. The notion of classification is to
identify the cancerous patient from non-cancerous. Dorothea is the

drug discovery dataset, where the classification task is identifying
the given molecular structure combination that makes the drug
active or not. This decision is vital for discovery of new drugs. The
Madelon is an artificial dataset that is known for classification of
instances into positive and negative labels, where the redundant
features are added purposely. Gisette dataset is to categorize the
handwritten digit. The process is to categorize the digit into four
or nine.

The proposed methodology is also experimented with
streaming nature of three representative Twitter datasets, such as
Sentiment140 dataset, Apple Twitter dataset, and US Airline
Twitter dataset. The dataset contains the processed tweets that are
categorized under different class labels. The notion of analysis is
to classify the same. Analysis of human sentiment is the need of
the hour, where finding negative emotions is crucial to help and
support them in a more psychological way and quick action can
be taken when analysis is done with the lesser time with more
accuracy of classification. The EIDMLP algorithm is compared
with other classifiers such as Naïve Bayes(NB) [20], SVM [21])
Hoeffiding Tree [22], and Fuzzy Minimal Consistent Class Subset
Coverage KNN (FMCCSC-KNN) [22].

This classifier is designed to provide high accuracy and strong
generalization capabilities, making it well-suited for handling
diverse and complex datasets. These metrics are assessed by
means of the confusion matrix (Figure 5).

4.1. Analysis: Dorothea

Table 1 displays the performance assessment of varied
classifiers in terms of metrics assessed for Dorothea dataset.

4.2. Analysis: Arcene

Table 2 displays the performance assessment of varied
classifiers in terms of metrics assessed for Arcene dataset.

Figure 2
EIDMLP classifier
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4.3. Analysis: Gisette

Table 3 displays the performance assessment of varied
classifiers in terms of metrics assessed for Gisette dataset.

4.4. Analysis: Sentiment 140

Table 4 displays the performance assessment of varied
classifiers in terms of metrics assessed for Sentiment 140 dataset.

4.5. Analysis: Apple Sentiment dataset

Table 5 displays the performance assessment of varied
classifiers in terms of metrics assessed for Apple Sentiment dataset.

4.6. Analysis: US Airline Twitter dataset

Table 6 displays the performance assessment of varied
classifiers in terms of metrics assessed for US Airline Twitter
dataset.

The consolidated classification results are tabulated in Table 7
and Figure 6.

The proposed model has achieved accuracy of 98.6%, 98.4%,
99.48%, 98.9%, and the processing time (refers specifically to both
training and inference time) for classification has achieved 0.056 s,
0.053 s, 0.044 s, 0.0034 s, 0.0024, 0.0053 s for Dorothea, Arcene,

Gisette, Sentiment 140, Apple sentiment, and US Airline Twitter,
respectively. The proposed approach considerably contributed to
reduce the processing time; at the same time, incremental DL
classification has contributed for enhanced accuracy percentage.
From the results’ observation, the proposed model achieves
higher accuracy and less processing time, which is evident that
this model is effective in handling the big datasets in a
component way.

Figure 3
UCI datasets

Figure 4
Kaggle datasets

Figure 5
Confusion matrix
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Table 2
Classification of Arcene

CLASSIFIERS

RESULTS (%) PROCESSING
TIME (SECONDS)PRECISION RECALL F-MEASURE ACCURACY

NB 82.98 82.38 82.68 83.00 0.07
SVM 86.77 87.17 86.97 87.00 0.14
HT 90.80 90.99 90.89 91.00 0.048
FMCCSC-KNN 96.22 96.42 96.13 96.00 0.045
EIDMLP 99.12 99.10 98.90 99.00 0.053

Table 3
Classification of Gisette

CLASSIFIERS

RESULTS (%) PROCESSING
TIME (SECONDS)PRECISION RECALL F-MEASURE ACCURACY

NB 82.99 82.90 82.99 83.00 0.05
SVM 86.71 86.68 86.69 86.70 0.181
HT 90.80 90.90 90.89 90.90 0.036
FMCCSC-KNN 95.78 95.66 95.72 95.70 0.042
EIDMLP 98.60 98.59 98.59 98.60 0.044

Table 4
Classification of Sentiment 140

CLASSIFIERS

RESULTS (%) PROCESSING
TIME (SECONDS)PRECISION RECALL F-MEASURE ACCURACY

NB 81.9461 81.90 81.9231 81.90 0.1844
SVM 86.9427 86.90 86.9213 86.90 0.2272
HT 90.6234 90.60 90.6117 90.60 0.1781
FMCCSC-KNN 95.5089 95.50 95.5045 95.50 0.0041
EIDMLP 98.4008 98.40 98.4004 98.40 0.0034

Table 5
Classification of Apple Sentiment dataset

CLASSIFIERS

RESULTS (%) PROCESSING
TIME (SECONDS)PRECISION RECALL F-MEASURE ACCURACY

NB 87.4298 87.6543 87.5419 87.5862 0.0359
SVM 87.9002 87.9415 87.8751 87.9218 0.1006
HT 88.3711 88.6321 88.5014 88.5310 0.0037
FMCCSC-KNN 99.4355 99.4619 99.4533 99.4681 0.0063
EIDMLP 99.4556 99.4712 99.4723 99.4824 0.0024

Table 1
Classification of Dorothea

CLASSIFIERS

RESULTS (%) PROCESSING
TIME (SECONDS)PRECISION RECALL F-MEASURE ACCURACY

NB 66.38 82.90 74.05 83.00 0.068
SVM 68.29 86.76 76.28 85.62 0.180
HT 75.51 93.45 83.12 91.00 0.040
FMCCSC-KNN 85.93 94.80 89.91 95.87 0.038
EIDMLP 94.18 98.66 93.37 98.60 0.056
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5. Conclusion

The study’s result underlines the importance of big data
classification in particular and underscores how well the EIDMLP
performs in huge dataset applications. Using high-dimensional
datasets from the UCI repository and Twitter, the study illustrates
the effectiveness of the suggested method. The outcomes show
better performance in terms of faster processing times and more
accurate classification. The overall goal of the research is to
minimize time complexity while producing accurate categorization
findings that yield valuable insights. By enabling well-informed
decisions based on deduced insights, these insights and decisions
produced from the research findings are anticipated to help society.
Furthermore, the effectiveness of EIDMLP across diverse domains
and data types was not explored, limiting the generalizability of the
findings. The model’s performance may also be sensitive to the

choice of hyperparameter, which were optimized for the specific
datasets used, requiring extensive parameter tuning in different
contexts. One limitation is that the enhanced model may demand
substantial computational resources, which can restrict its use in
environments with limited resources. These limitations highlight
areas for future research to enhance the robustness and applicability
of EIDMLP in various big data contexts.
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