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Toward a Self-Supervised Architecture
for Semen Quality Prediction Using
Environmental and Lifestyle Factors
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Abstract: Male fertility has been seen to be declining, prompting for more effective and accessible means of its assessment. Artificial
intelligence methods have been effective toward predicting semen quality through a questionnaire-based information source comprising a
selection of factors from the medical literature which have been seen to influence semen quality. Prior work has seen the application of
supervised learning toward the prediction of semen quality, but since supervised learning hinges on the provision of data class labels it
can be said to depend on an external intelligence intervention, which can translate toward further costs and resources in practical
settings. In contrast, unsupervised learning methods partition data into clusters and groups based on an objective function and do not
rely on the provision of class labels and can allow for a fully automated flow of a prediction platform. In this paper, we apply three
unsupervised learning models with different model architectures, namely Gaussian mixture model (GMM), K-means, and spectral
clustering (SC), alongside low dimensional embedding methods which include sparse autoencoder (SAE), principal component analysis
(PCA), and robust PCA. The best results were obtained with a combination of the SAE and the SC algorithm, which was likely due to
its nonspecific and arbitrary cluster shape assumption. Further work would now involve the exploration of similar unsupervised learning
algorithms with a similar framework to the SC to investigate the extent to which various clusters can be learned with maximal accuracy.
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1. Introduction

As male fertility has been reported to be on the decline, due to a
multitude of reasons, the ability to assess the quality of a male semen
sample is emphasized as a means of identifying potential fertility
disorders (Grant et al., 2006; Inhorn, 2003). The typical assessment
for semen quality involves the traditional laboratory-based test
where fertility metrics are tested according to the guidelines
provided by the World Health Organization (WHO). Despite the
effectiveness of this method, it is known that avenues for
uncertainties exist that creep into the reporting of the results due to
subjectivity involved in the interpretation of measurement and
general errors (Tomlinson, 2016). Furthermore, it has been
acknowledged that the cost of the acquisition of the relevant
instrumentation for the purpose of semen analysis, coupled with the
price for a standard semen test, has been viewed to be typically
unaffordable in developing economies due to a combination of
constrained healthcare funding alongside low incomes, which in
turn renders this means of semen analysis to be inaccessible to a
bulk of the inhabitants within that region (Gerrits & Shaw, 2010).

Pattern recognition and predictive models have shown in prior
case studies to be able to predict aspects of overall semen quality
from a qualitative data source comprising of selected questions
which have been seen to influence overall semen quality, as per the

medical literature (Bidgoli et al., 2015; Levine et al., 2017).
A recent work in this area by the authors applied a combination of
low dimensional embedding methods alongside supervised learning
models for prediction of semen quality (Nsugbe et al., Unpublished
results). The inclusion of low dimensional embedding methods
served as a preprocessing method that can help correct for
anomalous entries into the questionnaire during the data gathering
process, which could stem from a variety of reasons, most notably
due to illiteracy in the case of developing economies, with the
principal component analysis (PCA) and the robust PCA (RPCA)
proving to be the more effective low dimensional embedding
methods (Brunton, 2020; Provost, 2014; Verner, 2005).

As the supervised learning method was used for the
classification of the semen quality into various classes, it can be
noted that the process relies on labeling of the samples, which
requires an external human intervention within the process
(IBM Cloud Education, 2021; Kotsiantis, 2007). From a
clinical perspective, a nonautomated process within the model
prediction loop would likely demand additional resources, which
may accumulate overtime and make the process unappealing,
particularly to low-income countries that can be assumed to
operate within a resource-constrained clinical setting (Butler, 2015).

This stride toward the evolution of the intelligence level of the
prediction model carries financial and resource-based appeal due to
the framework of operation; thus, the emphasis of this paper is
around the design of prediction models which can work in a fully
automated fashion with minimal human intervention and thus
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represent a different variant of the artificial intelligence (AI) system
from prior work (Bishop, 2002). To achieve this, the unsupervised
learning framework was adopted as a means of enhancing the
system autonomy and therein contributes toward enhancing the
overall intelligence of the prediction model (Adorf et al., 2019;
Alloghani et al., 2020). Thus, in this paper, we address the following:

• Application of a combination of low dimensional embedding
methods alongside unsupervised learning methods for semen
quality prediction

• A comparison between the various kinds of unsupervised learning
approaches to pinpoint the unsupervised learning method best
suited to data acquired from a questionnaire format.

2. Materials

2.1. Sperm production

The development, origin, and creation of sperm cells within the
male testes are termed as spermatogenesis, where sperm production
takes place within a set of miniature seminiferous tubes within the
testes (Neto et al., 2016; Sharpe, 2010). Embedded inside the
walls of the tubes are Sertoli cells, which ensure the continuous
nourishment of the sperm cells through constant provision of
blood and nutrients (Neto et al., 2016; Sharpe, 2010). Once the
sperm cells are mature they are transported from the long
seminiferous tubules and hosted within the epididymis, and are at
the ready for when sufficient stimulation is produced to cause for
them to leave the body via an ejaculation process (Neto et al.,
2016; Sharpe, 2010). An annotated image showing an overview of
the testis and the various stages associated with sperm production
can be seen in Figure 1.

The data used for this paper are a qualitative feature vector from
the UCI data repository containing data from 100 volunteers which
were analyzed according to the baseline reference set by the WHO
2010 standards (Gil et al., 2012; UCI Machine Learning Repository:
Fertility Data Set, n.d.). A combination of these select variables
within the feature vector have been seen from a medical perspective
to allow for a means toward predicting sperm-based quality factors
such as the concentration from which a further inference can be
carried out to infer sperm count, with the reason for this being that
sperm concentration reflects the amount of sperm quantity present
within a reference volume (Andrade-Rocha, 2013; Carlsen et al.,
2003; Gunes et al., 2016; Hadi et al., 1987; Jørgensen et al., 2001;
Jung et al., 2001; Levine, 1999; Sergerie et al., 2007; Sharma et al.,
2015; Vignera et al., 2012; Your Fertility, n.d.).

Of the 100 samples downloaded from the database, 88 were
labeled as normal with the other 12 labeled as altered, therein
making it apparent that a class imbalance exists—this was remedied
using the SMOTE artificial sample generator to contribute toward
sample generation and class balancing (Blagus & Lusa, 2013).

2.2. Qualitative feature vector

The qualitative feature vector comprised the following 9 features,
which have been seen in the medical literature to give an indication of
semen quality: (1) Season—research has shown that semen quality
varies by up to 30% between seasons, with the lowest quality being
prevalent in the summer months, whereas the highest quality has
been seen during the winter period (Nsugbe et al., Unpublished
results). (2) Age—it is well accepted that aging primarily causes
irreversible physiological changes in human beings, these changes
manifest themselves on a cellular level where they are believed to
have effects on the reproductive system and semen quality as a

Figure 1
An overview of the testis and the process of sperm production (Encyclopedia Britannica, n.d.)
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whole (Nsugbe et al., Unpublished results). Several reports from the
medical literature have also noted the occurrence of congenital birth
issues in newborns, which range from neurological ailments to heart
defects, and whom have fathers whose age is above the 40-year
mark (Nsugbe et al., Unpublished results). (3) Childhood diseases—
there has been shown to be links between different kinds of
childhood disease and male reproductive issues which ultimately
influence fertility (Nsugbe et al., Unpublished results). (4) Prior
accident (non-testicular)—although strong correlations are yet to be
formed between prior accident and semen quality, this factor was
included in the final feature vector (Nsugbe et al., Unpublished
results). (5) Surgical intervention (non-testicular)—as with the
earlier feature on prior accidents, there continues to be medical
research to find a concrete link between surgical interventions and
semen quality, although this factor was also included in the final
feature vector (Nsugbe et al., Unpublished results). (6) High fevers
in the last 12 months—illnesses have shown to distort the
spermatogenesis phase when semen is created, and as a result can
influence the overall semen quality (Nsugbe et al., Unpublished
results). (7) Alcohol consumption—a handful of studies have found
correlations between the volume of alcohol consumption and
respective semen quality (Nsugbe et al., Unpublished results),
although this continues to be a growing area of research in the
medical literature. (8) Smoking habits—the presence of polycyclic
aromatic hydrocarbons has been seen to influence a proapoptotic
protein which has a number of negative effects on male fertility
(Nsugbe et al., Unpublished results). (9) Hours spent sitting per day
—sitting for long periods has been seen to generate heat in the
testicular region and in turn gives rise to oxidative stress which
causes damage to molecules (Nsugbe et al., Unpublished results).

Table 1 shows the various features, values, and normalized
ranges.

3. Proposed Methodology

3.1. Data preprocessing methods

During the preprocessing stage, the values inputted in the feature
vector were cleansed to minimize the influence of errors and
uncertainties during the model design stage. The preprocessing
stage involved the application of three dimensionality reduction

methods whose respective performance was compared and
contrasted. In a previous study, the results showed that linear
variants of dimensionality reduction methods supersede their
nonlinear counterparts, with the PCA and RPCA in particular
providing the model performance, relatively speaking (Nsugbe
et al., Unpublished results; Raj, 2019; Zhou et al., 2010). In this
paper, we employed both the PCA and RPCA in addition to the
sparse autoencoder (SAE) for preprocessing and dimensionality
reduction. A description of each method can be seen as follows:

PCA: a data compression algorithm that projects the data from a
high dimensional representation to a lower dimensional structure by
a means of linear combinations of an input feature vector (Jolliffe &
Cadima, 2016; Raj, 2019). It is viewed as an unsupervised algorithm
since associated data labels are not required as the algorithm
effectively hinges its solution convergence on its ability to
compute the solution to an eigenvalue and eigenvector problem
(Jolliffe & Cadima, 2016; Raj, 2019). A mathematical description
of the algorithm can be found in Nsugbe et al. (2020), and the
first three PCs were used for the classification problems as they
represented 98% of the information from the data.

RPCA: a candidate feature vectormatrix that comprises typically
of both a low (L) and a sparse (S) component. The RPCA is effectively
a matrix separation technique that finds the L and S component of a
matrix by finding the solution to an optimization problem termed
the Principal Component Pursuit, which capably recovers the sparse
representation of a feature vector from a “contaminated” matrix
comprising of uncertainties and outliers (Candes et al., 2009;
Zhou et al., 2010). In contrast to the traditional PCA that applies
the L2 optimization function, which in turn makes it susceptible to
outliers, the RPCA applies the sparsity-based approach during the
optimization exercise providing it with a degree of robustness from
outliers in comparison (Candes et al., 2009; Zhou et al., 2010).

The key information for a particular application can either be in
the L or S component. For the application presented in this paper, it
was noted that the S variable maximized the classification accuracy
and therein would form the component used for further exercises in
this paper when the RPCA is applied. Further mathematical
framework of the RPCA can be seen in Candes et al. (2009) and
Zhou et al. (2010).

SAC: Autoencoders are composed of artificial neural networks
and are primed toward producing a compressed lower dimensional
representation of an input feature vector in an unsupervised fashion
(Møller, 1993; Ng, 2012; Olshausen & Field, 1997). A SAC consists
of an encoder which encodes low dimensional latent properties of
the feature vector, and the decoder decodes this latent information
into a reconstruction of the original feature vector with an associated
reconstructed error (Møller, 1993; Ng, 2012; Olshausen&Field, 1997).

Mathematically, assuming an input feature vector x 2 RDx ,
the encoder assigns x to another vector z 2 RD 1ð Þ, as seen as
z ¼ h 1ð Þ W 1ð Þx þ b 1ð Þ� �

, where the superscript (1) represents the

first layer; h 1ð Þ : RD 1ð Þ ! RD 1ð Þ is an encoder transfer function,
W 1ð Þ 2 RD 1ð Þ X Dx is a weight matrix, and b 1ð Þ 2 RD 1ð Þ represents a bias
vector (Møller, 1993; Ng, 2012;Olshausen&Field, 1997). The decoder
subsequently maps the now encoded version z into a reconstructed esti-
mate of the input vector x and can bewritten as x̂ ¼ h 2ð Þ W 2ð Þx þ b 2ð Þ� �

;
here the superscript (2) indicates the second layer of the decoder,
h 2ð Þ : RDx ! RDx represents the decoder’s transfer function,

W 1ð Þ 2 RDx X D 1ð Þ
represents a weight matrix, and b 2ð Þ 2 RDx is a bias

vector. In order for the autoencoder to adopt a sparse representation,
a regularization factor is also included and is a function of the average
activation value of a neuron, as follows (Møller, 1993; Ng, 2012;
Olshausen & Field, 1997):

Table 1
Table showing the various features,
their description, and value range

Feature
description Values

Normalized
scale

Season 1. Winter, 2. Spring,
3. Summer, 4. Autumn

−1, 0.33,
0.33, 1

Age range 18–36 0–1
Childhood disease Yes or no 0, 1
Prior accident Yes or no 0, 1
Surgical intervention Yes or no 0, 1
High fevers
in the last year

Less than 3 months,
over 3 months, none

−1, 0, 1

Alcohol
consumption

Several times a day,
every day, several times
a week, once a day,
never/hardly ever

0–1

Smoking habit Never, occasional and daily −1, 0, 1
Hours spent
sitting per day

0–16 0–1
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bρi ¼ 1
n

X
n
j¼1

z 1ð Þ
i xj
� � ¼ 1

n

X
n
j¼1

h w 1ð ÞT
i xj þ b 1ð Þ

i

� �
(1)

where n is the number of training examples, xj represents the training

example, w 1ð ÞT
i represents the ith row of the weighting matrixW, and

b 1ð Þ
i is the ith input of the bias vector b 1ð Þ. The inclusion of the regu-
larization factor is a means of getting the neurons within the
hidden layer to respond to a constrained subset of features that are
present within a subset of the training data.

A common regularization term is the Kullback–Leibler (KL)
divergence, which measures the difference between distributions.
Its mathematical formulation can be seen below:

Ωsparsity ¼
X

D 1ð Þ

i¼1
KLðρjjbρiÞ

¼
X

D 1ð Þ

i¼1
ρ logðρbρiÞ þ 1� ρð Þlog 1� ρ

1� bρi
� �

(2)

The aim is typically to minimize the function to zero, thus
driving ρ and bρi to be equivalent, and effectively grows larger as
the values diverge away.

The final cost function for a sparse autoencoder can be
expressed as follows:

E ¼ 1
N

P
N
n¼1

P
K
k¼1 xkn � bxknð Þ2

Mean Squared Error term
þ β �Ωsparsity

Sparsity Regularisation
(3)

where n is the number of examples, k represents the number
of variables within the training data, and β is the coefficient for
the sparsity regularization term.

The number of encoded hidden representations within the
autoencoder was selected to be three, which was the same number
as the PCA dimension that carried 98% of the information from
the feature vector, as mentioned earlier.

3.2. Unsupervised learning methods

Gaussian mixture model (GMM): It is a class of
mixture models which are a probabilistically driven unsupervised
learning approach (Reynolds, 2015; Richardson & Green, 1996).
The mathematical architecture for the GMM can be described
by the model mean and covariance, and a multidimensional
representation of the GMM model can be seen as follows:

p x!� � ¼ X
K
i¼1

πiN
�
~xjµi
!;

X
i

�
(4)

N
�
xjµi;

X
i

�
¼ 1p

2πð ÞK P
ij j expð�

1
2
~x � µi

!� �
T

X
i
� 1 ~x � ~µið ÞÞ

(5)

X
K
i¼1

πi ¼ 1 (6)

where, for a given data point ~x, µi represents the mean,
P

i is the
covariance, N represents the assumption of a Gaussian distribution,
K is the number of mixture components, while πi is a normalization
component to ensure all probabilities sum up to 1. The cluster form-
ing and learning process is based on the expectation maximization
(E-M) process, which is driven by the maximum likelihood estima-
tion sequence (Reynolds, 2015; Richardson & Green, 1996). The
hard clustering option was adopted in this work, which meant that
data points belonged to a single cluster only.

K-means: It is an unsupervised learning method which
separates data points into distinct clusters where it assigns the
center of a candidate cluster as a centroid and uses the Euclidean
distance metric as an objective function (Dabbura, 2020; Likas
et al., 2003). The K-means algorithm uses the E-M framework to
assign data points to clusters, where the E step involvesP

m
i¼1

P
K
k¼1 argminj xi � µkj jj j2; where xi is a data point and µk

is the centroid mean, while the M step involves the recalculation

of the class centroid using the expression µk ¼
P

m
i¼1

wikxiP
m
i¼1

wik
, where

wik is a binary metric used to indicate whether or not a data point
belongs in a certain class (Dabbura, 2020; Likas et al., 2003).

Spectral clustering (SC): This clustering method is a graph-
based method for the clustering of data points. Its approach to
clustering can either involve indicating the number of clusters to the
algorithm or by computing the solution to the Laplacian matrix,
which provides an indication of the extent that a graph at a particular
vertex is similar/different from its neighboring vertices and uses this
as a way to find corresponding eigenvectors which indicate how may
clusters to split the graph into (Bach & Jordan, n.d.; Ng et al., 2002;
von Luxburg, 2007). The steps involved in the SC algorithm include
the following for a candidate data point: definition of a local
neighborhood followed by the computing of the pairwise distance
Disti;j for all points i and j, application of the kernel transformation
to map distance measures to similarity measures using the Kernel

transformation Si;j ¼ exp
���Disti;j

σ

�2�, where S is the similarity matrix,
σ is the kernel scale factor, optional calculation of the Laplacian matrix,
clustering of the points using a K-means cluster assignment approach,
and assignment of a further data point to their corresponding clusters
(Bach & Jordan, n.d.; Ng et al., 2002; von Luxburg, 2007).

As part of the model tuning process, the number of clusters was
specified to be 2, stemming from prior knowledge that the cluster
assignment was a 2 class problem, while each model was run for 5
iterationswith themaximumvalue at the endof the iteration cycle selected.

4. Experimental Section and Results

4.1. Cluster validity index

The following performance indexes were chosen to characterize
the effectiveness of the clustering methods as follows:

Dunn index: This cluster index is primed toward providing a
high score for clusters that are compact with minimal variance
within members of the same cluster, with a maximal separation
between classes (Ben Ncir et al., 2021; Bezdek & Pal, 1995;
Legány et al., 2006). The main limitation of this clustering index
is the scaling of computational cost associated with dealing with
high dimensional data (Ben Ncir et al., 2021; Bezdek & Pal,
1995; Legány et al., 2006).

Assuming a situation where there arem clusters, the Dunn index
can be defined as follows:

Dunn0s Index ¼ min δ Ci;Cj

� �
max d x; yð Þ (7)

where δ Ci;Cj

� �
is the inter cluster distance between candidate

clusters Ci and Cj, max d x; yð Þ is the maximum distance from an
n-dimensional vector from which x and y reside and belong to the
same cluster.

Accuracy: The accuracy is computed as the ratio between the
total number of correctly assigned data points to the total number of
points in the cluster expressed as a percentage, as given as follows:
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Accuracy ¼ no: of points correctly assigned
total number of points in cluster

� 100 (8)

Table 2 shows the results for the various preprocessing methods
considered, alongside the candidate unsupervised learning
methods. It can be seen that there is not a substantial correlation
between the Dunn index and the cluster accuracy, the reason for
this is thought to be due to the substantial overlap between the
data clusters, therein making the clusters inhomogeneous and
nonlinear, with the results implying that the application of the
Dunn index is limited for this kind of application. The accuracy
results from the raw data showed a slight superiority for the
K-means when compared with the GMM, with the SC recording
the lowest accuracy and therein showing limited clustering
capability in dealing with the raw data without preprocessing,
which is likely to contain noise and various sources of uncertainties.

For preprocessed data prior to clustering, for the case of the
autoencoder, the SC produces the best accuracy, showing a strongly
improved performance from when the raw data were used for
clustering–this was followed by the K-means algorithm. In the case
of the PCA preprocessing, the K-means produced the best accuracy
ahead of both the GMM and SC, while in the case of the RPCA,
the SC and GMM produced the best accuracy.

In contrast to the prior study done with supervised learning, that
is, the performance of the models shown in Table 2 possess a weaker
prediction powerwhen comparedwith the priorworkwhere accuracies

in the range of 90%+ were obtained (Nsugbe et al., Unpublished
results). This goes to highlight the superiority of the supervised
learning methods when compared with the unsupervised methods in
terms of model accuracy. The strength of the unsupervised learning
method continues to be the potential of a fully automated workflow
which requires minimal intervention and therein can serve as a
means of saving time and resources, in comparison to the
supervised learning method. However, from the immediate results
this appears to be at the direct expense of predictive power, which
may reduce its appeal particularly in a clinical setting where the
implication of a false prediction could have a combination of health
and financial implications.

Part of the challenge in the clustering of this type of data is due to
the information emanating from a qualitative source which can be
expected to include uncertainties, noise, and outliers, although
preprocessing methods have been applied and show potential toward
improving model performance, an inhomogeneous cluster overlap
continues to exist in the data between classes, as can be seen in Figure 2.

For physiological-based signals, Nsugbe et al. have shown in
previous work that the application of an appropriate signal
decomposition method can contribute toward increasing cluster
separability and overlap and allow for low complexity classifiers
to distinguish between classes (Nsugbe, Samuel, et al., 2021;
Nsugbe & Sanusi, 2021). The inclusion of decomposition
methods in this case is unfeasible due to the information source
emanating from a questionnaire and not a signal source, therein

Table 2
The various features, their description, and value range

Raw data
Dunn
index Accuracy % Autoencoder

Dunn
index Accuracy % PCA

Dunn
index Accuracy % RPCA

Dunn
index Accuracy %

GMM 0.172 63 GMM 0.0267 61 GMM 0.0773 59 GMM 0.0773 72
K-means 0.0232 69 K-means 0.0267 69 K-means 0.0232 69 K-means 0.0620 56
SC 0.183 22 SC 0.0232 81 SC 0.1270 59 SC 0.1830 76

Figure 2
A plot showing a comparison between the actual data cluster projected with PCA and autoencoder SC
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implying the limitation of unsupervised learning methods and in this
particular setting.

Comparing the architectures of unsupervised learning with their
supervised counterparts, the unsupervised learning methods used in
this study are based around distance proximity in feature space and
assumptions around the expected shape of the data clusters
themselves. This constrains their overall effectiveness, especially in
the case where there exists an inhomogeneous spread of the data
clusters, as seen in this work. In the case of the supervised
learning methods, aside from receiving labels to pair the data
with, these classifiers have a lot of complexity and are able to
perform advanced coordinate transformation on the data in a higher
dimensional space to promote greater cluster separation, such as the
kernel trick in support vector machines, and the hidden layers
within a deep neural network (Nsugbe, Obajemu, et al., 2021;
Nsugbe, Phillips, et al., 2020). A characteristic table of the various
clustering methods used as part of this study can be seen in Table 3:

From the results obtained and the information presented in
Table 2, it can be assumed that the strength of the SC algorithm is
its ability to not have a specified cluster shape assumption, which
in turn allows it to best cluster inhomogeneous data that are
nonlinear and carry cluster overlap.

In terms of runtime of the proposed method, once the models
have been trained it was seen that predictions could be made
within 3–5 s on average with a Core i5 laptop with 4GB RAM.

5. Conclusion and Future Work

The recent decline in male fertility has prompted the need for
effective, affordable, and accessible means of semen quality
prediction. As an affordable means of semen quality prediction, AI
has been used toward predicting semen quality with data from a
qualitative questionnaire comprising select factors which are
identified by the medical literature to have an influence on semen
quality. Prior work has explored the use of supervised learning for
pattern recognition and semen quality prediction—despite these
results, the reliance of supervised learning on labels prior to model
design implies the dependence of the process on an external source
of intelligence. The alternative to this is the application of
unsupervised learning, which partitions data into various clusters
based on an objective function of sorts and is independent of
labeling (an external form of intelligence intervention).

In addition to different types of low dimensional embedding
methods, three select unsupervised learning algorithms, namely
GMM, K-means, and SC, were explored and contrasted as part of
this work. Two cluster validation indexes were chosen to help
characterize the effectiveness of the algorithms’ clusters, namely the
Dunn index and the accuracy of the partitioning of the data into the
right clusters. The Dunn index proved to be ineffective in this case

due to the nature of the data, and thus the effectiveness of the
algorithms in question was evaluated using the cluster accuracy. It
was seen that the SC algorithm recorded the highest accuracy after
preprocessing with the SAC, with the reason for this thought to be
due to the arbitrary nature of the cluster shape assumed by the algorithm.

Further work in this area would now involve continued
exploration of unsupervised learning methods for further effective
classification methods, and in particular, methods whose
configuration is similar to that of the SC (Samuel et al., 2020),
that is, no cluster shape assumption, to observe the extent which
data of this nature can be correctly clustered, and what clustering
methods best suit the data source.
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