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Abstract:The proposed virtual try-onmodel works on synthesizing naturalistic images by superimposition of target clothing item on a person.
The proposed model offers a significant advancement in virtual try-on technology, by introducing a lightweight architecture that reduces the
system requirements required to run the application. Many different preprocessing methods have been utilized to account for different poses
and body shapes. Great efficiency has been achieved by employing the Pix2Pix generative adversarial networks (GAN) architecture with a
minimal number of training epochs. The proposed model’s performance shows great results without a discriminator, a change from traditional
GAN setups, thus emphasizing the need for simple and effective virtual try-on solutions. While the performance is characterized as good, this
novel approach encourages further exploration in lightweight model design for practical and efficient try-on applications. Additionally, this
paper showcases results from other GAN architectures providing a comprehensive overview of our research contributions in virtual try-on
technology.
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1. Introduction

A massive increase in online fashion shopping has been noticed
recently.The sales cycleof2022 indicated that thereweremore than1.6
billion user visits in the online fashion market from 150 of the world’s
biggest andmost prestigious fashion e-commercebrands.By the end of
2023, the global fashion e-commercemarket is forecast to reach a value
of over 820 billion U.S. dollars. By 2027, it could reach just over 1.2
trillion U.S. dollars.1 A study by Forrester Research shows the growth
of the fashion industry’s e-commerce share of total retail sales from
14% in 2014 to 38% in 2022. Since noticeable growth is witnessed
in the online fashion market, it is crucial that appropriate steps
should be taken to enhance user’s interaction with fashion
e-commerce markets. A major limitation of online fashion
e-commerce includes enabling users to visualize themselves in
different clothing items. Thus, virtual try-on holds an important role
in covering this gap, resulting in a better user experience. Currently,
just a handful of the online marketplaces have been focusing on
usage of 3D modeling of customers using in-depth cameras for
image superposition. This technique has the ability to generate
realistic results but requires high usage of resources.

Image-based try-on methods have been noticed to give highly
superior performance under different conditions by preserving the
original body shape and other facial features. A majority of the
existing approaches face common issues such as inappropriate
wrapping of clothes, changes in sleeve length and not being able to
catch body shapes like in cases involving pregnant women.

Thus, we propose FashionFlow, a lightweight solution for
efficient imposition of target cloth upon the given input image
while conserving all the features of the person. To accomplish
better accuracy of cloth placement over the person, different body
representations of the human body are considered as features for
the generative adversarial networks (GAN) architecture. For body
representation, the features included are skeletons of the human,
agnostic representation, and face-hair segmentation. These
features improve the ability of the system to adapt to different
body shapes. A GAN network is then used to fit the cloth and
generate the super-imposed output image. The proposed
architecture of GAN includes Pix2Pix GAN without a
discriminator in the model, and fine-tuning of loss functions is
performed. It was reported that this kind of architecture gives
equally good results and even superior results in cases where
body shape is different from a general body shape. FashionFlow
utilizes popular annotated datasets such as VITON-HD [1] for the
development and evaluation of models across various scenarios
and use cases. The results demonstrate that FashionFlow generates
realistic virtual try-on results. Thus, the main contributions of the
paper are summarized below:

1) A novel GAN-based approach is proposed as an efficient and
accurate virtual try-on method incorporating an architecture
without discriminator. The proposed method in this paper is
noted to provide more accurate outcomes in contrast to the
actual Pix2Pix GAN [2] proposed.

2) Diverse range of preprocessing techniques are employed that
enable the analysis of input image characteristics, including
body shape, cloth wrapping, and preservation of facial features.

3) The proposed approach’s performance is evaluated on the basis of
comparison with existing methods on sample images. The
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remainder of the paper is organized into sections. Section 2
summarizes the Related Work. Section 3 elaborates on the
proposed method and its implementation. Finally, Section 4
concludes the paper and outlines future work.

2. Literature Review

1) GANs in fashion

Fashion and trends play a significant role in shaping society by
influencing individuals’ self-expression, values, and lifestyle
choices, reflecting the societal effect of the ever-changing world
of fashion [3]. These sectors can be influenced by technology
drastically, with countless innovations going on and immense
potential for future application, as aptly pointed out by Akram
et al. [4]. In this domain, Virtual Try-On-based systems have been
a subject of great discussion and research because of their
applicability in the online shopping ecosystem. Such systems are
greatly aided by GANs. GANs have been utilized extensively for
image-to-image translation for years now. From the most basic
image-to-image translation tasks to more sophisticated ones like
virtual try-on that encompass a variety of facets, including but not
limited to body shapes, sizes, and preferences, allowing for a
tailored and personalized try-on experience. Approaches [5, 6],
such as VITON [7], have demonstrated the effectiveness of GANs
in the realistic generation of virtual try-on results.

There have been multiple approaches where a high-resolution
output has been obtained without focusing on the shape variations.
A latest approach by Li et al. [8] employed state-of-the-art warping
methods and a learned rendering procedure, the proposed POVNet
approach performs accurate texture preservation and fine detail
representation. Though the paper did not address body shape
variations, its scalability and real-time responsiveness enhance user
engagement for fashion industry applications.

Size-aware and pose-guided implementations [9, 10]
particularly focus on problems like translation between images
with sleeves and without them and improper pose detection. There
have been significant developments in specific use-case-based
implementations for this task. An approach by Yan et al. [11]
semantically associates landmarks to account for issues like sleeve
differences and length of clothes. Another paper by Zhu et al. [12]
proposed a pose transfer method using a sequence of transfer
blocks defined by the authors as Pose-Attentional Transfer
Blocks, which utilizes a GAN model to progressively generate
pose-transferred images for non-rigid objects. We approach these
problems using Pix2Pix GAN and propose a lightweight approach
to fix such sleeve and pose-based issues, also accounting for cases
where body shapes are inconsistent such as pregnant women.

2) Pix2Pix GAN in use

It is a conditional GAN that uses real data, noise, and labels to
generate images. Extensive research has explored its effectiveness in
image-to-image translation tasks, demonstrating its utility in this
domain [13]. A noteworthy paper by Dong et al. [14] introduced a
soft-gated-warping technique that compared the outcomes of the
conventional Pix2Pix model, originally presented at CVPR 2017
with respect to virtual clothing try-on systems. The merit of
Pix2Pix-based systems has been further highlighted in papers such
as NVIDIA corporation’s paper on high-resolution conditional
GANs for picture synthesis [15]. For virtual try-on-based systems,
the results of the traditional Pix2Pix model proposed by Isola

et al. [2] revealed significant distortions in the resulting generated
images. In our paper, we aim to build upon this system, trying to
produce superior, more accurate, and practical images. Our
approach has demonstrated substantial improvements over the
earlier Pix2Pix-based implementation, the outcomes of which
were demonstrated in Dong’s paper and showed inconsistencies in
recognizing arms, faces, and sleeves. We have fixed these
problems using efficient preprocessing techniques and changing
the model to suit our needs. The utilization of Pix2Pix GAN has
led to the creation of a more lightweight system while also
reducing computational expenses. This approach exhibits an
ability to distinguish sleeves, poses, and body shapes even with
fewer training epochs.

Consequently, our paper’s approach not only produces
comparatively superior results with respect to the previous
Pix2Pix-based implementation but also aids in the creation of a
more computationally efficient system. Our discriminator-less
approach greatly helps this objective by cutting down on the
training time and resource-intensive nature of such applications.
This lightweight nature, along with the system’s ability to
distinguish details highlights its practicality for real-world
applications. The improvements and findings of this study can
also be generalized to other image generation tasks.

2.1. Theoretical framework

In a practical case, only a reference image along with a target
cloth will be passed as inputs to the FashionFlow model. For a
given input image, our proposed model aims to achieve smooth
superimposition for virtual try-on by following certain
preprocessing steps such as pose extraction. Stage 1, namely Pose
extraction aids the model in understanding the body’s orientation.
Stage 2 includes face and hair segmentation helping in the
refinement of input details for a more accurate overlay. Stage 3
performs steps to generate an agnostic representation providing a
further detailed overview of the original image having destroyed
the details of previous cloth. The detailed description of each
stage is explained in Sections 3.1–3.3. By the inclusion of these
essential stages, it helps the U-Net-based GAN architecture to
generate an accurate virtual try-on output. The U-Net architecture
then superimposes target cloth over the human body. Its encoder-
decoder structure with skip connections facilitates the
conservation of details and spatial information. Figure 1 shows the
different steps of preprocessing performed on the input image
before generation of output image.

3. Research Methodology

Our paper follows a structured research methodology that
includes principles from computer vision, machine learning, and
image processing. The preprocessing is divided into steps like
skeleton pose extraction, face-hair segmentation, and agnostic
image generation. These steps help in preparing the images and
fixing recurring issues such as distortion of the face and hair,
incorrectly changing parts of the image other than the region of
interest and inability of the systems to adapt to different body
shapes and poses. As part of our study, we explored two
approaches for training the Pix2Pix GAN, one with the
discriminator and the other without it. The results of both the
approaches were later compared to state-of-the-art systems using
metrics like FID score and Learned Perceptual Image Patch
Similarity (LPIPS) score.
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3.1. Research design

As described above, we have followed amulti-stage approach for
virtual try-on, comprising of steps the steps outlined in Section 2.1 like
skeleton pose extraction, face-hair segmentation, and agnostic image
generation. The rationale behind these steps and details about their
implementation are elaborated in the following subsections.

3.1.1. Skeleton pose extraction
Skeleton pose extraction involves identifying key points or

joints in the human body and creating a digital model of the body’s
pose based on those points. These points are computed with the

help of certain labels. 20 essential key landmarks have been
identified which include features such as eyes, ears, shoulders,
wrists, elbows, and hips. They are then further linked to form a
skeleton-like model of the human body which helps in efficient
pose extraction from the input image. Additionally, this process
makes the model resilient to variations in poses and body sizes.

3.1.2. Face and hair segmentation
To perform face and hair segmentation, U-Net architecture

(made using RESNET-5) is put into use. The state-of-the-art
RTNet model [16] used to execute the task performs face parsing
by introducing “RoI Tanh-polar Transform” [17] for in-the-wild
face analysis, preserving context and enabling rotation-equivariant
learning. “Hybrid Residual Representation Learning Blocks” [18]
helps in extracting hybrid representations which boost
performance. iBugMask dataset has been utilized for training this
model, containing over 22,000 diverse images. With the iBugMask
dataset and extensive experiments, it achieves state-of-the-art
performance helping in the preparation of preprocessed images.

3.1.3. Agnostic image representation
For generating an agnostic image for a target input, this step uses

a U-Net-based generator equipped with skip connections for the
generation of an agnostic representation from an input image. This
agnostic representation offers a comprehensive overview of the
actual image while intentionally removing any information
regarding the previous clothing. A series of transformations and
neural network operations are included to modify the image,
enhancing its features and details while performing the elimination
of specific clothing-related information existing in the initial image.

3.1.4. U-Net: GAN framework
Figure 2 demonstrates the GAN U-Net Architecture

implemented in our study to ensure image superimposition. Given
all the preprocessed images corresponding to a particular input, a
modified Pix2Pix-based GAN framework from the originally
proposed Pix2Pix GAN is proposed which synthesizes the output

Figure 1
Preprocessing steps performed on the original image

Figure 2
GAN architecture with U-Net and data flow: illustrates the preprocessed image inputs, the U-Net structure,

and the resultant output generation
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image on the basis of target clothing item. The U-Net architecture,
defined as UnetGenerator, comprises a series of interconnected
blocks, starting with an innermost block operating at 512 filters
and progressively expanding to the further intermediate blocks,
eventually concluding in an outermost block with reduced filter
counts. The structure involves skip connections, enabling feature
concatenation between different layers of the model. The
outermost block responsible for the final output operates through
an order of these interconnected blocks to generate the desired
output. The Pix2Pix GAN framework employs a paired group of
input and output images to train the generator model by using
differences between images generated from the inputs and the
desired outputs. In a typical GAN framework, the generator is
supposed to evade the discriminator perception while reaching
near the actual output in an L2 sense. But Pix2Pix focuses using
L1 distance rather than L2 as L1 encourages less blurring:

LL1 Gð Þ ¼ E x; y; z½jjy � Gðx; zÞjj1� (1)

The input configuration to the framework consists of a concatenated
stack of images produced from the preprocessing stages alongside
the target clothing image. During training, the output image is the
original representation passed to the generator. This input-output
setup is important as the previous preprocessing stages ensure that
the original cloth information is indiscernible. It ensures that the
model learns to synthesize clothing on a person rather than merely
memorizing the specific image of the clothed person.

The original Pix2Pix GAN proposed by Isola et al. [2] includes
a discriminator model working with the generator to improve the
realism of the generated images. The discriminator, often a
convolutional neural network, assesses the authenticity of the
generated images by distinguishing between the synthetic image
from the UNET generator and the actual image. This adversarial
relationship enables the generator to refine its output based on the
feedback received from the discriminator, thus increasing the
similarity between the generated images and the actual images.

Originally, within a GAN model, a discriminator’s role is to
help in generating images resembling the actual image when a
target image was absent from the model. This highlights the
discriminator’s significance within the model, ensuring the
generation of desired images.

The Pix2Pix GAN, similar to the previously described GAN
model, integrates both generator and the discriminator for image
generation. Unlike a conventional DCGAN model, the Pix2Pix
GAN already factors in pixel-wise loss in the generated image,
with a target output image provided within the GAN framework.
Hence, the necessity of a separate discriminator is brought into
question.

The potential presence of noise in a given image dataset raises
concerns about the need for a separate discriminator. Its usage can
potentially direct the learning process towards false, non-existent
patterns in the original input image, leading the generator away
from generating the intended image.

Therefore, the FashionFlow, introduced in this paper, diverges
from conventional approaches by removing the discriminator from
the system. It selectively works with the integration of pixel-wise
L2 loss during the training process of the generator to facilitate
image generation. It has been observed that this framework
offers several advantages, ensuring stability in the synthesis of
images given the target cloth. By following this architecture,
FashionFlow fundamentally simplifies its training process,
focusing only on optimizing the generator’s output in every
iteration by usage of pixel-wise L2 loss. By emphasizing the

pixel-wise loss function, FashionFlow maintains a more stable
and light-weighted approach towards generating high-quality
images.

3.2. Proposed algorithm

FashionFlow Algorithm

This algorithm shows the steps involved in the virtual try-on
process using a Pix2Pix GAN-based approach with a U-Net
generator where Ioutput signifies the final output from the
algorithm. For getting the skeleton pose of the person in the
image, we have used a pre-trained key point detection model from
the torchvision library. It defines a set of key points and extracts
limbs from them, forming the skeletal structure. It then connects
the key points using a threshold score. The resulting image
provides a visual representation of the human poses. For the face
and hair segmentation, a collection of pre-trained face detectors
has been used, for example S3FD and RetinaFace with weights
trained on the WIDER dataset. We trained a U-Net-based model
to generate an agnostic image representation from the input
image. These images are then stacked with the target cloth and

Input: Image of the person, I_person
Image of the new cloth, I_cloth

Output: Image of the person wearing the new cloth, I_output
procedure FashionFlow(I_person, I_cloth)
skeleton ← DetectSkeleton(I_person)
faceHair ← SegmentFaceAndHair(I_person)
agnostic ← GenerateAgnostic(I_person)
I_output ← FeedToGAN(skeleton, faceHair, agnostic, I_cloth)
return I_output

end procedure

procedure DetectSkeleton(I_person)
Load pre-trained keypoint detection model
output ←ModelForwardPass(I_person)
skeleton ← DrawSkeleton(I_person, output)
return skeleton

end procedure

procedure SegmentFaceAndHair(I_person)
Load pre-trained face and hair segmentation model
faceHair ← ModelForwardPass(I_person)
return faceHair

end procedure

procedure GenerateAgnostic(I_person)
Load pre-trained agnostic model
agnostic ← ModelForwardPass(I_person)
return agnostic

end procedure

procedure FeedToGAN(skeleton, faceHair, agnostic, I_cloth)
combinedImage ← CombineImages(skeleton, faceHair,
agnostic)
Initialize generator model
generated_image ← GeneratorForwardPass(combinedImage)
return generated_image

end procedure
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passed as input to the GAN. To train the GANwe have used both the
conventional approach and the approach where the discriminator is
not taken into consideration. This study mainly focuses on the
improvement of the final results just by introducing a few simple
preprocessing steps and the comparable performance of the
Pix2Pix GAN even when trained without the discriminator. The
model is tested on the previously preprocessed input and
evaluated on metrics like FID and LPIPS score. The limitations of
the system include the inability of the system to generate complex
patterns and to generate high-resolution images.

3.3. Experiments

To prepare and train our proposed model, we utilize the popular
and publicly available VITON-HD dataset which has 13,679 pairs of
garment and person images. Ourmodel was trained on this dataset for
30 epochs, using the preprocessing steps executed beforehand. The

preprocessed images are noted to have contributed to preserving
essential facial features and body shapes, ensuring better results.
To confirm the model’s efficacy, the paired virtual try-on
experimental setup from VITON-HD is used where the segment
of the person’s image representing the garment is exchanged with
the associated paired garment. The expected outcome for the
generated try-on image is supposed to be a close resemblance to
the original paired image.

3.3.1. Qualitative analysis
Figure 3 demonstrate a few of the outputs from the proposed

model also showing the layers of preprocessed images before
generation of final image. With reference to both the figures:

1) First column represents the original input image to be given
2) Second column represents the target input cloth

Figure 3
FashionFlow results I: illustration of steps involved along with the final image

Input Image Target Cloth Pose Map.             Fair/Hair Agnostic Output
Segmentation            Image
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3) Third, Fourth, and Fifth columns represent the different
representation techniques in the proposed model as a
preprocessing step

4) The last column shows the output image generated by
our model

With reference to Figure 4, the first and second row of outputs
clearly demonstrates that the sleeves have been properly removed
and added as per the given input cloth without any visible errors.
This proves that the preprocessing techniques have been beneficial
in successful generation of images. Our model has been capable
in generation of accurate images, taking into account diverse body
shapes for instance, a pregnant woman as shown in the third row.

Figure 5 shows the comparison between the results of the
Pix2Pix GAN model with and without the discriminator,
displaying that even when the model is trained without using the
discriminator, the results are comparable to the model trained with
the discriminator.

Figure 6 demonstrates the results from CVPR model proposed
by Isola et al. [2]. The figure is adapted from Dong et al. [14]. From
the figure, we can observe that the facial features are not saved and
most of the images look distorted due to the same reason. The model
proposed in this paper saves the facial features during preprocessing
to ensure stable output image.

3.3.2. Quantitative analysis
To ensure a fair comparison, we evaluate FashionFlow using

two popular metrics: Frechet inception distance (FID) [19] and
LPIPS [20]. FID is superior to Inception Score in capturing how
similar produced images are to the original ones. A two-time-scale
update rule (TTUR) has been put into use to train GANs with
stochastic gradient descent on any loss function in order to
determine the FID score. Each generator and discriminator in
TTUR has a unique learning rate. The update rule is signified as:

wnþ1 ¼ wn þ b nð Þ g θn;wnð Þ þM wð Þ
n

� �
(2)

θnþ1 ¼ θn þ α nð Þ h θn;wnð Þ þM θð Þ
n

� �
(3)

where w and θ signify the vector of parameters for generator and
discriminator, respectively. Furthermore, a(n) and b(n) are the
learning rates for discriminator and generator. (g(θn, wn) and
h(θn, wn) represent the stochastic gradient for both loss
functions. LPIPS is a metric used to quantify the perceptual
similarity between two images. It is based on a deep-trained
neural network which can evaluate the visual similarity between
patches of images. The model not only considers low-level
features like color and texture but also higher-level features
related to object and scene semantics. Quantitatively, it
calculates the distance between reference and distorted patches
with network F. Let I1 and I2 be two images, and Pi and Fi be
the patches and feature representations of those patches for
images I1 and I2 respectively. The LPIPS score L between I1
and I2 can be indicated as the average L2 distance between
corresponding feature representations:

L I1; I2ð Þ ¼ 1
N

XN
i¼1

����F1i � F2i
����2 (4)

Table 1 demonstrates FID and LPIPS Score of different models
calculated over public datasets. It is noted that the proposed
model FashionFlow performs reasonably well comparatively.

Additionally, we evaluate our models with existing models on
the basis of the number of parameters along with the model size.
Results from Table 2 demonstrate that FashionFlow not just
becomes a highlight with fewer parameters and a smaller size but
also maintains great accuracy in its generated outputs. It is also
worth noting that the preprocessing steps implemented in these

Figure 4
FashionFlow results II: demonstrating results of the proposed model in different scenarios
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studies are like the ones used in FashionFlow, thus exhibiting
comparable complexity with respect to the proposed approach.
This demonstrates the novelty of the proposed approach in
maintaining the image quality with a nearly same complexity of
preprocessing steps with an even smaller model with lesser
parameters.

3.3.3. Discussion
In the qualitative analysis, it is proven that the proposed model

demonstrates its superior ability to generate realistic and precise
images. The model can be seen to effectively handle complex

clothes and diverse body shapes. Thus, it is proven that the
preprocessing techniques used to enhance the model’s capability
have contributed to the overall effectiveness of the model.

The appropriate results from the qualitative analysis section
are further justified from the quantitative analysis of the model.
The evaluation performed using the popular FID and LPIPS
metrics shows that FashionFlow achieves a great performance.
The lower FID score confirms the model’s ability to generate
images that are close to the original in terms of quality.
Similarly, the LPIPS scores affirm the perceptual similarity of
the generated images to the reference images, reflecting the

Figure 5
Comparing results between “with” and “without” discriminator
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model’s proficiency in capturing both low-level and high-level
features effectively.

Overall, these qualitative and quantitative findings suggest that
the implemented techniques in FashionFlow, including the robust
preprocessing steps and the unique architecture, offer significant
benefits over existing models. The same has been successfully
validated in the results, highlighting its potential for practical
implementation in cloth superimposition applications.

4. Conclusion and Future Work

In our paper, we propose a novel virtual try-on method,
called FashionFlow that replaces a person’s garment by
superimposing it with a target cloth. A modified version of
Pix2Pix-based GAN has been utilized. In this version, the
discriminator is not taken into consideration. The removal of
discriminator in Pix2Pix GAN has been justified by the prior
presence of L1 or pixel-wise error.

This helps the method to achieve higher computational
efficiency along with accurate results. The different preprocessing
methods give an insight into the input image of the person by
studying its pose and by preserving the facial features. In order to
perform the process of training and experimentation, we have
utilized the VITON-HD dataset. The model performs fairly well,
according to the qualitative and quantitative data, compared to the
models with discriminator’s inclusion and the original Pix2Pix
model. In this work, the formation of complex patterns is not
taken into account to generate a lightweight model with the goal
of proving better results without using a discriminator. There
exists a potential to enhance the model’s capability for generation
of images for abstract garments as a future work. Additionally,
there is room for extension for superimposing clothes on multiple
people in a video. This paper demonstrates that 2D image
generation pipeline can be successfully used as an alternative to
expensive 3D-based image generation methods. Overall, the
proposed model approach shows great opportunities in the
improvement of online fashion shopping experience without
having to physically try the clothes on.
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