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Abstract: This article introduces an approach to diagnosing heart diseases utilizing the K-Nearest Neighbor (KNN) algorithm and diverse
correlation filters for selecting the most pertinent attributes. Results highlight that meticulous filter selection enhances survival predictions in
patients with heart diseases. Employing K= 5 and correlation filter CF= 0.1, key attributes for classification were identified as anemia,
high blood pressure, serum creatinine, and sex. Omitting the “time” attribute led to information loss but was crucial to prevent biases and
generalize predictions across various clinical scenarios. Utilizing these classification parameters, we designed an Android mobile application
called “Heart Info System,” functioning as an artificial intelligence service. It employs the KNN algorithm with optimal parameters to
evaluate the probability of survival in the progression of heart disease. The main activity of the application retrieves data from a Firebase
database. While the study results show promise, the accuracy of the application may be influenced by inaccurate or incomplete input data.
Nevertheless, this application has the potential to improve the early detection of heart diseases, paving the way for life-saving interventions.
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1. Introduction

The heart is one of the most important organs in the human body,
supporting life in humans. Being such an important organ, it requires
great care, as the development of cardiovascular disease, if not
properly treated or if there is a disagreement in the exams or even
in the person themselves, an event of death can occur [1–3]. Heart
diseases are one of the leading causes of mortality worldwide. They
can be developed over time or acquired through heredity. Often,
what leads to the development of heart diseases is poor nutrition.
They include a range of diseases that affect the heart and blood
vessels, such as heart failure, coronary artery disease, and cardiac
arrhythmias, among others [4, 5]. Given their impact on public
health, early identification of these diseases is crucial to prevent
complications and save lives. These conditions are often diagnosed
through invasive tests, which can be uncomfortable and costly for
the patient, as well as consume significant resources from the
healthcare system [6, 7].

By applying artificial intelligence (AI) in the field of medicine,
together with medical analysis, we can provide significant
improvements in the discovery, treatment, and analysis of various
diseases [4]. In this work, we used a public database (DB) called
Heart Failure Clinical Records Dataset1. The data were collected

from 299 patients with heart failure and applying machine learning
algorithms to predict the survival of patients with cardiovascular
diseases [6, 7]. Investing in information systems (IS) based on linked
open data is an opportunity to promote better information
management and universal access to knowledge [8]. We can identify
valuable data for prognosis studies and heart failure treatment, as
well as identify risk factors and predictors of mortality in patients
with this condition. In particular, supervised learning, where the
algorithm is trained from a set of labeled data, is one of the most
common methods in identifying patterns in medical data [9, 10].

Among the supervised learning methods, K-Nearest Neighbor
(KNN) is a simple and effective technique that is based on identifying
the k nearest points to a given point to classify it [11]. In this study,
we used the KNN technique varying K= 15 times and evaluated its
accuracy in identifying heart diseases. In addition, we used 10
correlation filters to select the most relevant parameters for
classification, which allowed for faster processing and a reduction
in the number of tests per patient.

Furthermore, this study describes the implementation of a mobile
application type of expert system for Android devices, called the Heart
Info System (HIS), which aims to help patients and doctors make
decisions in diagnosing heart diseases. According to Neto et al.
[12], expert systems are now ubiquitous and can be easily formed
by non-programmers using interoperable IS. They are being used to
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new business models are emerging around them. In our approach, HIS
application allows the user to enter data from blood tests and other
exams and uses the KNN algorithm to identify heart diseases. This
study evaluates the effectiveness of KNN in identifying heart
diseases, using different correlation filters and evaluation metrics to
determine the minimum number of attributes needed for accurate
diagnosis. The proposed approach aims to contribute to the
improvement of public health by providing an accurate and
efficient method for the early identification of heart diseases with
the minimum number of tests necessary. In summary, this study
has the potential to improve the effectiveness and efficiency of the
diagnosis of heart diseases and thus contribute to the promotion of
health and quality of life of patients.

In this context, this paper presents an innovative approach to the
diagnosis of heart diseases, using the KNN algorithm and different
correlation filters to select the most relevant attributes [10, 13, 14].
We hope that these results can contribute to improvements in public
health by offering a more accurate and efficient method for
diagnosing heart diseases, reducing costs and discomfort for the
patient. The results are discussed and analyzed based on the
parameters collected by the systematic variations arising from the
classification algorithms. Finally, based on experiments conducted
using different measures for the evaluation of the supervised learning
algorithm, we present HIS, a mobile application considered AI as a
Service (AIaaS), which uses the KNN algorithm to rank the chance
of survival in case of heart disease progression.

2. Fundamentals and Related Works

In this section, we will outline the theoretical framework of the
article, providing essential definitions and insights into heart disease.
The focus will extend to a detailed exploration of the supervised
machine learning paradigm and the KNN algorithm, a fundamental
and efficient classification algorithm employed in this study. The
chosen KNN algorithm is renowned for its simplicity and
effectiveness in supervised learning. Furthermore, we will introduce
the dataset central to this work—the Heart Failure Clinical Records
Dataset, a repository of patient information from the Institute of
Cardiology and Allied Hospital Faisalabad, Pakistan, during April–
December (2015) [4]. To contextualize our study, we will also
review pertinent works by authors who have utilized the Heart
Failure Clinical Records Dataset, offering a comprehensive
overview of the existing literature in this domain.

2.1. Definitions about heart disease

There are numerous cardiovascular diseases, including heart
failure, myocardial infarction, and arrhythmias. Many of these
conditions can be prevented or effectively treated through early and
accurate diagnosis. These diseases, affecting the heart, may lead to
fatalities if not appropriately addressed. They typically develop over
time due to factors like poor diet, lack of exercise, or stress [6].
Examples of factors that exacerbate and pose a risk for heart disease
include high blood pressure [15–17], commonly known as
hypertension, characterized by elevated blood pressure levels in the
arteries [18]. Another example is heart failure, a condition marked
by the heart’s inability to meet the body’s demands, resulting in
restricted blood flow and congestion in the veins and lungs [3].
Acute myocardial infarction is defined as myocardial necrosis
resulting from the obstruction of a coronary artery, among other
conditions [6].

With the growing importance of machine learning in the
discovery of heart diseases, it has become possible to use

supervised learning algorithms to develop models capable of
accurately predicting the presence of heart diseases. Supervised
learning involves the use of labeled data to train models that can
learn to make accurate predictions based on new unlabeled data.
Among supervised learning algorithms, KNN is one of the most
common, offering high accuracy and ease of implementation. To
optimize the performance of KNN in detecting heart diseases,
researchers have explored different correlation filters to select the
most relevant attributes for classification. These filters are used to
reduce the dimensionality of the dataset and provide more
relevant parameters for analysis.

The goal of this work is to evaluate the performance of the KNN
algorithm by varying the value ofK (from 3 to 31) and using different
correlation filters 1.0, 0.85, 0.75, 0.5, 0.3, 0.25, 0.2, 0.15, 0.1, 0.05 to
select the most relevant attributes. The ultimate goal is to develop an
accurate and efficient model for diagnosing heart diseases with
minimal invasive exams and processing time. To evaluate the
performance of the model, we use different evaluation metrics,
including accuracy, precision, recall, specificity, sensitivity, and
f-measure. These metrics assess the model’s accuracy and
pinpoint areas for enhancement, aiming to optimize its efficiency.

2.2. K-nearest neighbor algorithm

KNN is a machine learning classification algorithm that can be
used to classify new data points based on the distance between them
and known data points [19–21]. The algorithm works by finding the
K closest known data points to the new data point and then assigning
it the most frequent class among those K points [22]. The choice of
the value K can significantly affect the algorithm’s performance, as
too low a value may result in wrong classifications due to outliers,
while too high a value may result in incorrect classifications due
to the inclusion of many data points that are not relevant to the
class of the new data point.

One of the main advantages of KNN is its simplicity and ease of
implementation, as well as not requiring a distribution hypothesis for
the data. The algorithm can also be adapted to handle regression
problems, by finding the mean or median of the K closest
neighbors to predict the numerical value of the new data point.
However, the performance of KNN can be affected by the
presence of noise in the data and the fact that it is not very
efficient on large datasets, as it needs to calculate the distance
between the new data point and all known data points for each
prediction. Besides that, KNN can handle data with complex
patterns and does not require the data to be linearly separable
[23]. Because KNN makes predictions based on the nearest
neighbors, it allows for localized decision-making and robustness
to outliers, making it suitable for AIaaS in a mobile device
application. This enables the application to provide accurate and
efficient predictions, even when operating in dynamic and
potentially noisy environments. Unlike many other machine
learning algorithms, KNN requires a minimal training phase,
making it suitable for online learning scenarios and situations
where the data distribution may change over time.

To improve the performance ofKNN, there are some techniques
that can be applied, such as normalizing the data to ensure that all
features have the same scale, using more appropriate distance
metrics for the dataset, and applying feature selection techniques
to remove redundant or irrelevant features. In addition, there are
also variations of KNN that can be used to improve performance,
such as weighted KNN, which takes into account the distance of
data points when making predictions, and kernel KNN, which
uses a kernel function.
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The choice of the KNN algorithm was deliberate due to its
simplicity, effectiveness, and suitability for our problem domain.
KNN is a well-established classification algorithm known for its
simplicity and intuitive nature [14], making it particularly suitable
for our study on heart disease diagnosis. Some clustering methods
rely on the concept of the Euclidean distance, a measure
commonly used to assess the similarity between data points [24,
25]. Additionally, KNN does not make any assumptions about the
underlying data distribution, which is advantageous given the
complexity and variability of medical data. Moreover, KNN is
non-parametric, allowing it to adapt flexibly to the dataset without
imposing strict assumptions on the data [13]. These characteristics
make KNN a suitable choice for our study, where we aim to
accurately classify heart disease cases based on patient attributes.

2.3. Database description

The dataset “Heart Failure Clinical Records” available in the
UCI Machine Learning Repository contains clinical information
about 299 patients with heart failure, collected at the Institute of
Cardiology and Allied Hospital Faisalabad-Pakistan in April–
December (2015) [4]. There are a total of 13 attributes that
describe the clinical and demographic characteristics of these
patients, which are explained in detail below:

1) Age: indicates the age of the patient in years (integer number).
2) Anemia: indicates the presence of anemia in the patient (0 = no,

1 = yes).
3) High blood pressure: indicates the presence of hypertension in

the patient (0 = no, 1 = yes).
4) Creatine phosphokinase (CPK): biochemical parameter, which

is the level of the CPK enzyme in the patient’s blood.
5) Diabetes: indicates if the patient has diabetes (0 = no, 1 = yes).
6) Ejection fraction (EF): percentage of blood that is ejected from

the heart during each beat, which is an important measure of
heart function.

7) Platelets: number of platelets in the patient’s blood.
8) Sex: gender of the patient (0 = female, 1 = male).
9) Serum creatinine: level of creatinine in the patient’s blood.
10) Serum sodium: biochemical parameter about the level of sodium

in the patient’s blood.
11) Smoking: indicates if the patient is a smoker (0 = no, 1 = yes).
12) Time: follow-up period in days since the diagnosis of heart

failure.
13) Death event: target attribute that indicates whether the patient

survived or died during the follow-up period (0 = yes, 1 = no).

These attributes were selected based on previous medical knowledge
about risk factors and the prognosis of heart failure. Based on these
attributes, it is possible to investigate which characteristics are most
relevant for the diagnosis and prognosis of the disease, as well as to
develop predictive models to assist in the treatment and prevention of
heart failure.

2.4. Related works

Among the various cardiovascular diseases, we have acute
myocardial infarction, characterized by a clot that blocks blood flow
to the heart, as well as hypertension and rheumatic heart disease. We
will use a database consisting of 299 patients, 105 women and 194
men, aged between 40 and 95 years old, and possessing 13
attributes. As Chicco and Jurman [6] cited in their study, both had
left ventricular systolic dysfunction and previous heart failure.

Each attribute may or may not be relevant for predicting patient
survival or death; among the 13 attributes, one of them is the
DEATH_EVENT class, which is the classification class, where it
will be classified whether the patient survived the heart disease or
not. The other attributes are sex, anemia, CPK, serum creatinine,
EF, age, diabetes, high blood pressure, platelets, smoking, time,
and serum sodium [4]. As one of the branches of machine
learning, supervised learning is based on a model that can learn
from predefined results, using well-labeled data. Thus, it can train
the algorithm to perform a specific task [11]. In this work, eight
different techniques will be applied for predicting better results.

In the study by Ahmad et al. [4], a study is elaborated on the
population of Pakistan with heart failure, estimating the survival
and mortality rate. Using the Receiver Operating Characteristic
(ROC) curve, it was possible to detect that at a longer follow-up
time, 81% was obtained in relation to the death event, while in a
short time, it can only recognize 77%. In the work of Chicco and
Jurman [6], the authors address only two clinical parameters for
the approach of survival in patients with heart failure, using the
same database as Ahmad et al. [4], which are serum creatinine
and EF, where the construction of machine learning models was
based on.

The study conducted by Ishaq et al. [2] aimed to predict patient
survival using various categorization models, such as Decision Tree
(DT), Adaptive Boost Classifier (AdaBoost), Logistic Regression
(LR), Random Gradient Classifier (SGD), Random Forest (RF),
gradient augmentation classifier (GBM), an additive tree (ETC), a
Naive Bayes Gaussian classifier (G-NB), and a support vector
machine (SVM). To overcome the class asymmetry problem, the
synthetic minority noise oxidation (SMOTE) technique was
applied. Moreover, the RF was used to train the machine learning
model with key features. In comparison to the full feature set, the
experimental results showed that ETC outperformed the other
models, achieving an accuracy value of 0.9262 with SMOTE in
predicting survival in cardiac patients. However, our work differs
from this study in that we applied filters to reduce the parameter
characteristics space, unlike the usage of all attributes in Ishaq et al. [2].

Kumar et al. [26] proposed an Internet of Things-enabled
framework named Cardiac Diagnostics and Demographic
Identification Resource Systems, secured by Public Key
Infrastructure, for identifying various heart disease features related
to heart failure. They employed statistical and motor fixation
techniques to analyze secondary cardiac data attachment. Patients
with heart failure often experience kidney problems that result in
elevated levels of serum creatinine and serum sodium. The RF
algorithm was used to identify key features related to long-
suffering survival status, which included follow-up months, CS,
EF, CPK, and platelets, achieving a 96% accuracy. The same
algorithm was used to recognize five key features related to
category recognition with a 94% accuracy.

Additionally, the fifth vital characteristics, including CPK,
serum creatinine, subsequent month, platelets, and EF, were found
to be significant predictors for the long-suffering age selvedge
with a clarity of 96%. The Kaplan-Meier graph revealed the elite
period mortality in the very advanced age. The proposed
resources have the potential to impact clinical practice and assist
medical professionals in recognizing the likely survival status of
cardiac long suffering. The key factors for long-suffering survival
are recommended to be stored mainly in the following month,
serum creatinine, EF, CPK, and platelet score.

In our investigation, although we attained a lower accuracy rate
with KNN, our deliberate focus was on attributes accessible through
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blood tests. This approach not only aligns with cost-effectiveness for
patients but also contributes to reducing financial burdens on public
health entities. Notably, the inclusion of the hospitalization length
parameter was avoided as it is influenced by the characteristics of
the public health system in each country or region, making it an
unbiased parameter. Furthermore, we conducted an analysis
incorporating a correlation filter in our HIS application streamlining
the required diagnostic exams for patients.

3. Proposed Methodology

In this section, we present twomain aspects: the first involves an
analysis using KNN and the application of correlation filters to
identify a reduced set of parameters capable of yielding accurate
model predictions. We explain the metrics used to determine the
optimal correlation filter and k values. Additionally, in a second
phase, we introduce a mobile application for Android of the
AIaaS type, designed to predict heart failure with a reduced
number of attributes.

3.1. Search type

First, regarding the methodological approach, the research is
considered quantitative [27], as the attributes are statistically
evaluated through data collection for heart diseases that is
available online and publicly. Additionally, the nature of the
research is considered applied, since data classification algorithms
are applied in a structured and specific database [28]. The
procedures adopted here were through experiments, in which
X= 102 simulations are performed with the purpose of making the
best precision and accuracy for the dataset studied. The research is
explanatory [29], as we aim to connect the attributes identified
through the correlation filter to understand the causes and effects
of survival or death of people with heart disease.

3.2. Procedure for classification

In this section, we present a procedure for analyzing a dataset
using the KNN algorithm. The methodology involves dividing the
dataset into a training set (70%) and a test set (30%) and
normalizing, standardizing, and transforming the training and test
data. The methodology also includes initializing the list of values K
and the list of correlation filter values to be tested. Furthermore, the
evaluation metrics for each combination of K and correlation filter
are initialized, such as accuracy, Cohen’s kappa, precision, recall,
specificity, sensitivity, and f-measure. For each combination of K
and correlation filter CF, the correlation filter is applied to the
training and test data to select the most relevant attributes.

Then, theKNNalgorithm is runwith the current value ofK and the
standardized training data, and the desired evaluation metric is selected.
The training and testing process are repeated 100 times, randomly
splitting the dataset into training and test sets in each iteration (cross-
validation), and the average of the evaluation metrics for the current
combination of K and correlation filter is calculated. The
combination of K and correlation filter that maximizes the desired
evaluation metric is selected for the final test. Finally, the process is
redone, excluding the time attribute from the dataset, as time is not
considered an exam and can be extended to all patients.

1) Divide the dataset into a training set (70%) and a test set (30%).
2) Normalize, standardize, and transform the training and test data of

the dataset.
3) Initialize the list of KNN values K= 3, 5, 7, 9, 11, 13, 15, 17, 19,

21, 23, 25, 27, 29, 31 to be tested.

4) Initialize the list of correlation filter values to be tested considering
CF= 1.0, 0.85, 0.75, 0.5, 0.3, 0.25, 0.2, 0.15, 0.1, 0.05.

5) Initialize the evaluation metrics for each combination of K and
correlation filter (e.g., accuracy, Cohen’s kappa, precision,
recall, specificity, sensitivity, and f-measure).

6) For each combination of K and correlation filter CF, do the
following:
(a) Apply the correlation filter CF to the training and test data to

select the most relevant attributes.
(b) Run the KNN algorithm with the current value of K and the

standardized training data and select the desired evaluation
metric.
i. Classify based on theK nearest neighbors, which are chosen

based on their Euclidean distance to the new example.
ii. Assign to the new example the most frequent class among

the K neighbors, which represents the predicted survival
rate for that patient.

(c) Repeat the training and testing process 100 times, randomly
splitting the dataset into training and test sets in each iteration
(cross-validation).

(d) Calculate the average of the evaluation metrics for the current
combination of K and correlation filter.

7) Select the K and correlation filter (CF) combination that
maximizes the desired evaluation metric (e.g., accu racy) and
use that combination for the final test.

8) Redo the process, excluding the time attribute from the dataset,
as time is not considered an exam and can be extended to all
patients.

3.3. Correlation filters

Acorrelation filter is a technique used to select themost relevant
features in a dataset. This technique evaluates the relationship
between variables in the dataset by calculating the correlation
coefficient between them [30–32]. The correlation coefficient
measures the strength and direction of the linear relationship
between two variables, ranging from 1 to 1, where 1 indicates a
perfect negative correlation, 0 indicates no correlation, and 1
indicates a perfect positive correlation.

The correlation matrix is a table that shows the relationship
between each pair of variables in a dataset, where each cell in the
table contains the value of the correlation coefficient between the
corresponding variables [30, 31]. This matrix can be used to
identify which variables are most correlated with each other. A
high value in the cell indicates a strong correlation between the
corresponding variables and suggests that they may be redundant
or representing similar information. On the other hand, a low
value indicates a weak correlation or no relationship between the
corresponding variables, which suggests that they may be unique
and provide different information.

Correlation filters are useful for reducing the dimensionality of
the dataset by removing redundant or irrelevant variables, which can
improve the performance of machine learning models such as KNN
in predicting the survival rate of patients with heart failure, for
example. In this work, a set of filters with values CF= 1.00, 0.85,
0.75, 0.50, 0.30, 0.25, 0.20, 0.15, 0.10, 0.05 and CF= 10 were
applied. The appropriate selection of correlation filters can help
improve the accuracy of models by reducing the number of
features used for prediction, that is, which parameters were
considered most relevant for survival analysis [9, 33]. For the
eight classification algorithms, Table 1 represents each filter and
presents the attributes included in the selection, showing which
columns were considered by each filter.
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3.4. Evaluation criteria

In this section, we will present the results obtained by the model
through the classification algorithms. Thus, it is fundamental to
understand the measures to verify if the algorithm obtained a good
result in question.

3.4.1. Accuracy
Accuracy is measured through four parameters [30, 31, 34]: (i)

false positive (FP) is when the result is negative but classified as
positive; (ii) false negative (FN) when the result is positive but
classified as negative; (iii) true positive (TP) when it is actually true,
that is, the number of deaths; and (iv) true negative (TN) when it is
actually negative, that is, how many did not die. By counting all
these terms and obtaining the confusion matrix, it is possible to
calculate evaluation metrics of accuracy (A) for classification,
according to Equation (1), resulting in a value between [0,1].

A ¼ TP þ TN
TP þ TN þ FP þ FN

(1)

The error is the cases where the algorithm could not get it right. In this
sense, the error is calculated considering the difference of the total
minus the accuracy value and is given by Equation (2):

E ¼ 1:0� A (2)

3.4.2. Cohen’s Kappa
Cohen’s Kappa is a statistical metric used to evaluate the agreement

between two or more annotations or classification [35, 36]. This metric is
useful when there are more than two possible labels and when the class
distribution is not uniform. Cohen’s Kappa coefficient (κ) is calculated as
the proportionof observed agreementminus expected agreement, divided
by 1 minus expected agreement. It ranges from (1 κ 1), where (1)
indicates perfect agreement, (0) indicates agreement at chance level,
and (1) indicates perfect disagreement.

The formula for calculating Cohen’s Kappa coefficient is given
by Equation (3):

κ ¼ Po � Pe
1� Pe

(3)

where Po is the observed proportion of agreement and Pe is the
expected proportion of agreement. Po is calculated as the number
of matches divided by the total number of ratings. Pe is calculated
as the sum of the product of the proportions of each label in the
first and second annotation.

The interpretation of Cohen’s Kappa coefficient varies
depending on the application [35]. A general rule is that values
below 0.2 indicate weak agreement, between 0.2 and 0.4 indicate
fair agreement, between 0.4 and 0.6 indicate moderate agreement,
between 0.6 and 0.8 indicate strong agreement, and above 0.8
indicate almost perfect agreement. Cohen’s Kappa coefficient is

Table 1
Attributes list based on inclusion and exclusion by filters

Correlation
Filters Included Excluded Attributes Remained

Column filter = none attribute filtered

1.00 13 0 Age, anemia, creatine phosphokinase, diabetes, ejection fraction, high blood pressure, platelets, serum
creatinine, serum sodium, sex, smoking,
time, DEATH EVENT

0.85
0.75
0.50
0.30 12 1 Age, anemia, creatine phosphokinase, diabetes, ejection fraction, high blood pressure, platelets, serum

creatinine, serum sodium, sex, time,
DEATH_EVENT

0.25

0.20 11 2 Age, anemia, creatine phosphokinase, diabetes, ejection fraction, high blood pressure, platelets,
serum creatinine, serum sodium, sex, DEATH EVENT

0.15 7 6 Age, anemia, ejection fraction, high blood pressure, platelets,
sex, DEATH EVENT

0.10 5 8 Creatine phosphokinase, serum sodium, sex, time,
DEATH EVENT

0,05 4 9 Age, serum sodium, smoking, DEATH EVENT
Column filter = attribute “time” filtered

1.00 12 0 Age, anemia, creatine phosphokinase, diabetes, ejection fraction, high blood pressure, platelets, serum
creatinine, serum sodium, sex, smoking,
DEATH EVENT

0.85
0.75
0.50
0.30 11 1 Age, anemia, creatine phosphokinase, diabetes, ejection fraction, high blood pressure, platelets,

serum creatinine, serum sodium, sex, DEATH EVENT0.25
0.20
0.15 7 5 Anemia, ejection fraction, high blood pressure, platelets,

sex, serum_creatinine, DEATH EVENT
0.10 5 7 Anemia, high_blood_pressure, serum_creatinine, sex

DEATH EVENT
0,05 4 8 Age, serum sodium, smoking, DEATH EVENT
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widely used in areas such as medicine and psychology, where
agreement between different evaluators or observers is essential.
Therefore, we will use it in our analysis, as it is a medical basis.

3.4.3. Sensitivity and specificity
Sensitivity and specificity are two common metrics used in

evaluating machine learning algorithms, particularly in binary
classification problems [2]. Sensitivity measures the proportion of
positive examples that were correctly identified by the model,
while specificity measures the proportion of negative examples
that were correctly identified by the model. The sensitivity (S e) is
defined by Equation (4):

Se ¼ TP
ðTP þ FNÞ (4)

where true positives are positive examples that were correctly
identified by the model and false negatives are positive examples
that were incorrectly identified as negative by the model. On the
other hand, the specificity (S p) is defined in Equation (5):

S p ¼ TN
TN þ FPð Þ (5)

where true negatives are negative examples that were correctly
identified by the model and false positives are negative examples
that were incorrectly identified as positive by the model.

When evaluating a binary classification algorithm, it is important
to consider both sensitivity and specificity [37]. Depending on the
context, one or the other may be more important. For example, in a
test for a serious illness, sensitivity is often more important as it is
more critical not to miss any positive cases. In an airport security
test, on the other hand, specificity may be more important as it is
more critical to minimize false alarms.

3.4.4. Recall and precision
Recall (also known as true positive rate) and precision (also

known as positive predictive value) are two common metrics used
to assess the quality of a binary classification model [4, 38].

The recall measures the proportion of true positives (TP) that
were correctly identified by the model in relation to the total
number of positive samples (TP + FN). In other words, the recall
measures the model’s ability to correctly identify all positive
cases. The formula for the recall (Rec) is given by Equation (6):

Rec ¼ TP
ðTP þ FNÞ (6)

Precision measures the proportion of true positives (TP) that were
correctly identified by the model in relation to the total number of
samples classified as positive (TP + FP). In other words, precision
measures the model’s ability to correctly identify all positive cases
against the total number of cases that were classified as positive.
The formula for the precision (Prc) is given by Equation (7):

Prc ¼ TP
ðTP þ FPÞ (7)

Both metrics range from 0 to 1, with values closer to 1 indicating a
more accurate and effective model.

3.4.5. F-measure
The F-measure (also known as the F1 Score) is a measure that

combines accuracy and recall into a single metric, providing an
overall assessment of the effectiveness of a binary rating model
[39]. The F-measure is calculated from the harmonic mean of
precision and recall. Equation (8) represents the F1-measure:

F1 ¼ 2� Prc� Recð Þ
Prcþ Recð Þ (8)

The F1 Score is a measure that varies from 0 to 1, and the higher the
value, the better the performance of the model. A model with an F1
Score of 1.0 is perfect, while a model with an F1 Score of 0.0 is
completely ineffective.

3.5. Flowchart for the proposed machine learning

As shown in Figure 1, data were initially collected from the UCI
Machine Learning Repository2 and placed in Excel.xlsx format, and
we used the KNIME Analytics Platform to read data from 299
patients. In the data preprocessing phase, some columns with string
format data were transformed into numbers, and numeric data were
transformed into strings, which were then subject to a string
replacer to perform the substitutions correctly. We then filtered out
rows with inconsistent values for the age attribute and removed
them. Next, we normalized each data column and then performed
denormalization for some of the data visualization and statistics.

We left a node for column filtering (if necessary) and applied
linear correlation, which calculates the correlation coefficient for
each pair of selected columns, that is, a measure of the correlation
between the two variables. The correlation filter determines which
columns are redundant (i.e., correlated) and filters them out. The
output table will contain the reduced set of columns.

After performing all these steps, we applied the X-Partitioner,
which represents a cross-validation loop. We reapplied the learning
algorithm that was applied with a value of (x= 102) iterations. At the
end of the loop, there must be an X-Aggregator to collect the results
from each iteration. All nodes between these two nodes are executed
as many times as iterations should be performed. We then chose the
data mining algorithms for learning and prediction, in this case KNN.
Finally, the scorer is calculated, and a confusion matrix is calculated
with the number of matches in each cell.

3.6. Development in KNIME Analytics Platform

To analyze the data, we used theKNIMEAnalytics Platform, an
open source platform and easy manipulation [40, 41]. In it, we
created a workflow for classifying the database, as shown in Figure 2.

In order to find a better result with the analysis of the data, we
used filters in all algorithms. The filters are used to demarcate which
base columns will be more redundant for the evaluation, that is,
which correlate, and consequently the relevant ones are filtered.
As shown in Table 1, 10 correlation filters were used to make the
dimensionality reduction of the parameters that need to be used in
the data classification. The workflow was created in KNIME
Analytics Platform, and it follows the same flow as our proposal
for data mining shown in Figure 1. Moreover, within KNIME,
various nodes are dedicated to visual representation, including
histograms illustrating attributes, providing a comprehensive
visual analysis of the dataset.

2Platform Heart Failure Clinical Records Dataset, which contains the medical records
of 299 patients who had heart failure, collected during their follow-up period, where each
patient profile has 13 clinical features (https://doi.org/10.24432/C5Z89).
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Figure 1
Proposed flowchart for data mining using the KNN classification algorithm

Figure 2
Proposed workflow in KNIME analytics platform for Heart Failure Clinical Records Dataset manipulation,

visualization, and data analytics
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3.7. Heart Info System proposed

The expert system for mobile devices was implemented as an
AIaaS for Android activity, that is, a screen that the user can interact
with. This activity is called “Analyze” and is displayed on the
mobile device screen. The code uses the Firebase library to access
and manipulate data stored in a remote database. In particular, the
code references two “keys” (myRefOrig and myRefNova) to retrieve
data from the original base and the new base. The system is
designed to display the result of data analysis on the screen. This
result is displayed in a TextView called edtResTexto. The code
defines a series of buttons that the user can click to perform different
actions. For example, the btnHome button takes the user back to the
main application screen, while the btnExit button closes the
application completely.

The code defines a processData() method, retrieving and
analyzing data from the database, utilizing custom classes like
OriginalData and NewData. The user-friendly expert system
incorporates features like action bars, custom colors for an appealing
user interface (UI), and dialog boxes for displaying messages.
Android features, XML layouts, and string resources are employed
for UI, while external libraries like Kotlin handle specific tasks.
Efficient data handling involves using structures like ArrayLists and
programming techniques, including data filtering and array sorting.

Figure 3 shows how the backend of the specialist HIS works for
detecting heart diseases. The system uses a database (DB) called HFD
database DB, where data collected from 299 patients with heart failure
are stored. Initially, KNIME software is used to perform laboratory
experiments in order to find the best correlation filters (CF) and the
best value for the parameter K of the KNN algorithm, which were
determined as being 0.1 and 5, respectively. Next, a form is created
that collects data from patient xi, and these data are normalized and
stored in the HIS database.

Afterward, the parameters that passed through the correlation
filter (CF) are selected, and using the Euclidean metric, the
distance between the new data and the values already present in
the HFD database is calculated. The closest K= 5 values are
selected, and the corresponding classes in HFD are accounted for.
The most predominant class is attributed to the new patient xi, and
the class is saved in HIS, remembering that this class has the
accuracy returned by KNN.

TheHIS is a tool that aids in diagnosing heart disease by analyzing
patient data. It employs amachine learning algorithm, likelyKNNbased
on the previous abstract, to assess the likelihood of a patient having heart
disease. This information can be used by medical professionals to
support their diagnosis and inform treatment decisions. An additional
benefit of HIS is its ability to continuously improve its effectiveness.
The system allows for updating data and parameters. This means that
as new medical information and research become available, the HIS
can be updated to reflect this knowledge. This continuous learning
process helps the system maintain accuracy and provide the most
up-to-date insights for better patient care.

Finally, it is important to remember that the KNN performance
is contingent on dataset characteristics and patient profiles. Attribute
selection in data analysis demands careful consideration of clinical
relevance, data availability, and problem-specific factors. Result
validation across diverse datasets is essential for generalization.
Exploring alternative machine learning techniques may enhance
model performance.

4. Results

In this section, we will present a visualization of the data from the
database under study. In this sense, we will present different types of
graphs to understand the base that is being studied. Furthermore, based
on the selected algorithms, wewill present the classification results for
each of the algorithms considering different correlation filters.

4.1. Data visualization

Firstly, each of the 12 attributes in the dataset was studied
separately, as shown in Table 2 and Figure 4. According to the data
in Table 2 and as can be seen in Figure 4(a), the age of the patients
ranged from 40 to 95 years old, with a mean age of 64.43 years
and median age of 60 years. The majority of patients (around 50%)
are between 51 and 70 years old. For anemia (see Figure 4(b)),
diabetes (see Figure 4(d)), high blood pressure (see Figure 4(f)),
and smoking (see Figure 4(k)), the values range from 0 (absent) to
1 (present), with a mean of 0.43 for all patients. Around 57% of
patients do not smoke or have anemia, diabetes, or high blood
pressure. CPK is an attribute that measures the amount of CPK in
the patients’ blood.

Figure 3
Backend operation of the Heart Info System expert system for detection of heart diseases
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According toTable 2, this attribute has aminimumvalue of 23 and
amaximumvalue of 7861, with amean of 1438.29 and amedian of 250
(see Figure 4(c)). There are extreme values for this attribute, with the
highest value being almost 10 times greater than the third quartile.
The EF attribute measures the percentage of blood ejected from the
heart with each beat and had a minimum value of 14 and maximum

of 80, with a mean of 40.86 and median of 38 (see Figure 4(e)).
There is a large variation in the values for this attribute, with most
patients (around 50%) having an EF between 30 and 45%.

For the attribute platelets, whichmeasures the amount of platelets
in the patients’ blood, the minimum value was 25100 and the
maximum was 850000, with a mean of 309585.7 and a median of

Table 2
Statistics for each of the attributes in the database

Statistics Age Anemia
Creatine

phosphokinase Diabetes
Ejection
fraction

High blood
pressure Platelets

Serum
creatinine

Serum
sodium Sex Smoking Time

Minimum 40 0 23 0 14 0 25100 0.5 113 0 0 4
Smallest 40 0 23 0 14 0 87000 0.5 125 0 0 4
Lower
quartile

51 0 118 0 30 0 213000 0.9 134 0 0 73

Median 60 0 250 0 38 0 262000 1.1 137 1 0 113
Upper
quartile

70 1 582 1 45 1 303000 1.4 140 1 1 205

Largest 95 1 1211 1 65 1 427000 2.1 148 1 1 285
Maximum 95 1 7861 1 80 1 850000 9.4 148 1 1 285
Mean 64.43 0.43 1438.29 0.43 40.86 0.43 309585.7 2.27 135 0.57 0.43 138.43

Figure 4
Frequency histograms for each database attributes
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262000. There are extreme values for this attribute, with the highest
value being almost 3 times higher than the third quartile (see
Figure 4(g)). As for the attribute serum creatinine, which measures
the amount of creatinine in the patients’ blood, the minimum value
was 0.5 and the maximum was 9.4, with a mean of 2.27 and a
median of 1.1. There are extreme values for this attribute, with the
highest value being almost 3 times higher than the third quartile
(see Figure 4(h)). The serum sodium attribute, which measures the
amount of sodium in the patients’ blood, had a minimum value of
113 and a maximum value of 148, with a mean of 135 and a
median of 137 (see Figure 4(i)). The patients’ sex was coded as 0
(female) and 1 (male), with a mean of 0.57, meaning that 57% of
the patients are male (see Figure 4(j)).

The attribute time represents the time in days between follow-up
and the start of the study. The median is 113 days, suggesting that half
of the patients were followed up for less than 113 days and the other
half for more than 113 days. The highest observation is 285 days,
while the lowest is 4 days, indicating that the sample has a wide
range of follow-up periods, as shown in Figure 4(l). In addition, the
mean is 138.43 days, slightly higher than the median, suggesting
that there may be some higher values pulling the mean upward.
The minimum value of 4 days suggests that patients were followed
up for at least a few days, which is important for obtaining
information on the progression of heart diseases.

In this context, the time attribute appears to be useful for
understanding disease progression over time and can be used to
predict the risk of cardiovascular events in patients with heart
disease. The remaining attributes are presented in Table 2, such as
the minimum and maximum value (considering outliers in the
sample), lower and upper quartiles, median, the lowest and highest
value for each attribute (disregarding outliers), and, finally, the
mean per attribute.

4.2. Classification algorithm analysis

To evaluate the effectiveness of KNN,we used theHeart Failure
database from the UCI Machine Learning Repository, which
contains information about patients with heart failure.

We analyzed theKNN from twoperspectives, initially considering
accuracy: (i) with the parameter time (which informs the observation
time of the patient in the hospital) and (ii) without the time
parameter. Subsequently, we analyzed the database according to the
other evaluation metrics for the KNN classification algorithm.

4.2.1. Analyzing all parameters of dataset
Table 3 presents the results of simulations for the KNN,

indicating that the performance of the algorithm varies significantly
according to the value of K and the correlation filter used. Table 3
shows the results of the simulations for KNN, indicating that the
algorithm’s performance varies significantly according to the value
of K and the correlation filter used. We observed that for values of
K above 21, the accuracy starts to decrease, suggesting that
selecting a relatively small ideal number of neighbors is important
for the model’s performance. The best performance found was
83.50% with a correlation filter of CF= 0.1 and K= 21. The worst
performance was 62.63% for K= 5 and a correlation filter of
CF= 0.2. In addition, the average accuracy for different values of K
for each value of CF also varied, with the best average accuracy
(82.15%) obtained for the correlation filter of 0.1, while the worst
performance (67.21%) was for the correlation filter CF= 0.2. One
possible explanation for these results is that the correlation filter
may be removing important attributes for classifying patients and
that the choice of the ideal value of K may be influenced by the
presence or absence of these attributes. In addition, the high
variability in accuracy for different correlation filter values suggests
that choosing a suitable filter may be challenging and should be
carefully considered during the attribute selection and modeling
process. Hence, other metrics will be presented to help refine the
final result for knowledge extraction.

4.2.2. Analyzing parameters without time
We understand that the time attribute in the UCI Machine

Learning database may be a relevant factor for the diagnosis of
heart diseases. However, it is important to note that this attribute
represents the time that the patient was under observation in a

Table 3
Average accuracies and variations across different values of K in the KNN algorithm,

along with correlation filters, considering the time attribute

K

Correlation filter variations

1.00 0.85 0.75 0.50 0.30 0.25 0.20 0.15 0.10 0.05

3 72.05% 72.05% 72.05% 72.05% 74.07% 74.07% 66.67% 69.70% 78.11% 68.35%
5 71.04% 71.04% 71.04% 71.04% 73.06% 73.06% 62.63% 67.68% 80.14% 67.68%
7 65.66% 65.66% 65.66% 65.66% 71.72% 71.72% 65.99% 67.34% 81.82% 69.02%
9 70.71% 70.71% 70.71% 70.71% 72.39% 72.39% 65.99% 67.68% 82.16% 69.02%
11 70.37% 70.37% 70.37% 70.37% 68.69% 68.69% 67.00% 66.67% 83.17% 68.69%
13 72.05% 72.05% 72.05% 72.05% 71.38% 71.38% 68.69% 67.34% 83.17% 68.01%
15 72.05% 72.05% 72.05% 72.05% 70.37% 70.37% 68.35% 66.67% 82.83% 69.70%
17 73.06% 73.06% 73.06% 73.06% 70.37% 70.37% 68.01% 67.00% 82.83% 70.71%
19 71.72% 71.72% 71.72% 71.72% 70.37% 70.37% 67.68% 68.01% 83.17% 70.37%
21 71.72% 71.72% 71.72% 71.72% 70.37% 70.37% 67.68% 64.98% 83.50% 70.03%
23 71.38% 71.38% 71.38% 71.38% 69.36% 69.36% 67.68% 67.68% 82.83% 70.37%
25 70.71% 70.71% 70.71% 70.71% 69.02% 69.02% 68.01% 69.02% 83.17% 70.03%
27 70.37% 70.37% 70.37% 70.37% 69.02% 69.02% 67.68% 68.01% 82.83% 69.36%
29 71.38% 71.38% 71.38% 71.38% 69.02% 69.02% 68.01% 68.35% 81.82% 69.70%
31 70.03% 70.03% 70.03% 70.03% 69.02% 69.02% 68.01% 68.35% 80.81% 70.03%
Mean 70.95% 70.95% 70.95% 70.95% 70.55% 70.55% 67.21% 67.63% 82.15% 69.41%
Std. Dev. 0.01676 0.01676 0.01676 0.01676 0.01659 0.01659 0.01494 0.01101 0.01468 0.00917

Artificial Intelligence and Applications Vol. 3 Iss. 1 2025

65



specific hospital, in this case the Institute of Cardiology and Allied
Hospital Faisalabad-Pakistan [4]. As each country may have
different protocols and hospitalization times, the observation time
may vary greatly, and this may affect the generalization of the
results in different contexts. Therefore, in this study, the time
attribute was not considered in the analysis to avoid possible
biases and to generalize predictions for different clinical scenarios.
It is important to emphasize that attribute selection can be a
crucial step in building machine learning models, especially in
datasets with many attributes, as is the case with the UCI Machine
Learning database. Thus, a careful analysis of attributes can help
improve the effectiveness and generalization of models.

We performed simulations with different values of K and
different correlation filters to evaluate the accuracy of the KNN in
predicting survival rates in patients with heart disease. The results
obtained are presented in Table 4, which displays the means and
variations for each correlation filter value. It was found that, in
general, an increase in the value of K> 19 resulted in a decrease
in accuracy. However, the selection of an appropriate correlation
filter with a value of CF= 0.1 was important in increasing the
model’s accuracy. It was also observed that the variation in
accuracy for different values of K was smaller for higher
correlation filters. These results indicate that careful selection of
correlation filters can lead to better survival predictions in patients
with heart disease using KNN.

Based on the simulations carried out, we can observe that the
performance of the KNN algorithm was influenced by the values of
K and the correlation filters used. The best accuracy obtained was
73.06% for K= 5 and a correlation filter of 0.1, while the worst
approach resulted in an accuracy of 62.63% for K= 5 and
correlation filters 0.3, 0.25, 0.2. In addition, the analysis by average
variation of the correlation filter showed that the filters 0.3, 0.25,
0.2 had the worst performance, with an average accuracy of
67.21%, while the correlation filter 0.05 had the best performance,
with an average accuracy of 69.41%. Furthermore, it is important to
point out that deleting the time attribute resulted in a significant
performance loss for the diagnostics. These results suggest that it is
important to carefully choose the value of K and the correlation

filter to be used to maximize the performance of the KNN
algorithm in predicting the survival rate of patients with heart failure.

4.2.3. Analyzing KNN by other metrics
Based on the experimental results performed, as shown in

Table 5, the performance of the KNN was evaluated considering
different values of K, correlation filters, and evaluation metrics.
The results showed that the performance of the KNN varied
significantly as a function of these parameters. Observing the
results, it is noticed that the KNN performance was better when
the time variable was considered, especially for larger values of K
(17 “with filter 1.0” and 21). This may be due to the fact that the
time (length of stay and patient follow-up) variable can be an
important factor in determining heart disease.

Another important observation is that the KNN performance
was better for the YES class (patients with heart disease)
compared to the NO class (patients without heart disease). This
suggests that KNN is better at detecting patients with heart
disease. Furthermore, the results showed that different correlation
filters and evaluation metrics significantly affected KNN
performance. The CF= 1.0 filter and Cohen’s Kappa metric
showed the worst results, while the CF= 0.3 filter and the F-
measure metric showed the best results.

Finally, the results show that KNN performance depends on
several factors, including the value of K, correlation filters, and
evaluation metrics. Consideration of the time variable may
improve KNN performance in detecting heart disease, but more
research is needed to determine the best parameter setting for this
specific task.

4.3. HIS implementation preview

To assist both physicians and patients, we have created the
“HIS” in Java for Android. This application implements an expert
system for mobile devices, utilizing the UCI Machine Learning
Repository database to diagnose the likelihood of survival in the
event of developing heart diseases. Our system is categorized as
AIaaS, representing a cloud-based service that provides AI

Table 4
Average accuracies and variations across different values of K in the KNN algorithm, along with correlation filters, without

considering the time attribute

K

Correlation filter variations

1.0 0.85 0.75 0.5 0.3 0.25 0.2 0.15 0.10 0.05

3 66.67% 66.67% 66.67% 66.67% 66.67% 66.67% 66.67% 68.35% 70.71% 68.35%
5 67.34% 67.34% 67.34% 67.34% 62.63% 62.63% 62.63% 71.04% 73.06% 67.68%
7 66.67% 66.67% 66.67% 66.67% 65.99% 65.99% 65.99% 71.04% 70.37% 69.02%
9 68.35% 68.35% 68.35% 68.35% 65.99% 65.99% 65.99% 71.72% 66.67% 69.02%
11 65.99% 65.99% 65.99% 65.99% 67.00% 67.00% 67.00% 69.70% 69.70% 68.69%
13 69.02% 69.02% 69.02% 69.02% 68.69% 68.69% 68.69% 69.36% 69.70% 68.01%
15 68.69% 68.69% 68.69% 68.69% 68.35% 68.35% 68.35% 67.34% 69.70% 69.70%
17 68.69% 68.69% 68.69% 68.69% 68.01% 68.01% 68.01% 65.99% 69.02% 70.71%
19 69.02% 69.02% 69.02% 69.02% 67.68% 67.68% 67.68% 65.66% 67.68% 70.37%
21 68.01% 68.01% 68.01% 68.01% 67.68% 67.68% 67.68% 65.99% 65.32% 70.03%
23 68.01% 68.01% 68.01% 68.01% 67.68% 67.68% 67.68% 67.00% 68.01% 70.37%
25 68.35% 68.35% 68.35% 68.35% 68.01% 68.01% 68.01% 67.34% 68.01% 70.03%
27 68.01% 68.01% 68.01% 68.01% 67.68% 67.68% 67.68% 67.68% 68.01% 69.36%
29 68.01% 68.01% 68.01% 68.01% 68.01% 68.01% 68.01% 68.01% 68.69% 69.70%
31 67.68% 67.68% 67.68% 67.68% 68.01% 68.01% 68.01% 67.68% 68.35% 70.03%

Mean 67.90% 67.90% 67.90% 67.90% 67.21% 67.21% 67.21% 68.26% 68.87% 69.41%
Std. Dev. 0.00897 0.00897 0.00897 0.00897 0.01494 0.01494 0.01494 0.01924 0.01826 0.00917
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outsourcing. AIaaS empowers individuals and businesses to explore
and deploy AI for extensive use cases, minimizing risk and
eliminating the need for a substantial upfront investment. HIS is a
system for mobile devices, on Android, that uses a KNN
algorithm to classify the chance of survival in case of unfolding
heart disease. The app allows users to more conveniently monitor
their heart health and receive early warnings about potential heart
problems. This can lead to better heart health management and
reduce the number of heart disease-related deaths.

Figure 5 presents several screenshots of the HIS, an Android
application that stores patient’s information in Firebase database.
Each subfigure represents a different screen in the HIS application.

Figure 5(a) shows the start screen of the HIS, while Figure 5(b)
displays a confirmation of data usage. In Figure 5(c), the term of free
clarification is presented, which the user has to accept to proceed.
Once the user accepts the terms, the HIS asks for confirmation, as
shown in Figure 5(d). Figure 5(e) shows a screen where
mandatory input data must be provided. The input form, where
the user inputs the patient’s data, is presented in Figure 5(f). In
Figure 5(g) and (h), patients without heart problems and with
heart problems, respectively, are presented. Figure 5(i) displays a
screen that shows the patient’s care, while Figure 5(j) presents a
screen over the HIS. These screens are designed to provide a
simple and intuitive user experience, while the HIS backend stores
and processes patient’s information in a secure manner.

The application consists of a main activity called Analyze,
which is responsible for retrieving data from a Firebase database
and processing it using the KNN algorithm with (K= 5) value as
being the best according to Table 5. Data are retrieved from the
Firebase database in two steps. First, data from the original
database are retrieved and stored in arrays corresponding to the
attributes of the problem. Then, data from the new database are
retrieved and stored in arrays corresponding to the data to be
classified. After that, the KNN algorithm is applied to the test data
to rank the chance of survival in case of heart disease progression.
The application also has some additional features, such as a care
button that provides information about care to be taken in case of
heart disease and home and exit buttons for user navigation. The
availability of this application for mobile devices can make health
information more accessible and democratize access to health
services.

4.4. Discussions

The analysis carried out showed that the performance of the
KNN algorithm is influenced by the values of K and by the
correlation filters used. It was observed that increasing the value
of K above 21 resulted in a decrease in accuracy, suggesting that
the selection of an optimal number of relatively small neighbors is
important for model performance. The selection of an adequate
correlation filter, with value CF= 0.1, proved to be important to
increase the accuracy of the model. The exclusion of the time
attribute resulted in a significant loss of information, but it was
necessary to avoid possible biases and to generalize the
predictions to different clinical scenarios.

Results show that thoughtful correlation filter selection
improves survival predictions in heart disease patients using
KNN. The accuracy’s variability for different filter values
highlights the challenge in filter selection, requiring careful
consideration during feature selection and modeling. Optimal
performance was observed at CF= 0.1 and K = 21, achieving
83.50% accuracy. However, it was observed that, for values of K
above 21, the accuracy started to decrease, indicating that the
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selection of an ideal number of relatively small neighbors is
important for the performance of the model. The analysis by
average accuracy for different values of K for each value of CF

also varied, with the best average accuracy (82.15%) being
obtained for the correlation filter CF= 0.1, while the worst
performer (67, 21%) was for the correlation filter CF= 0.2.

Another relevant aspect observed in the analysis was the
importance of selecting attributes to improve the effectiveness and
generalization of the models. In this case, the exclusion of the time
attribute resulted in a significant loss of information, and its inclusion
may be relevant in specific clinical contexts. However, this time
attribute may not be relevant for cases in which the patient is not
hospitalized, and the length of hospitalization is a public health
policy, which can be different in each country or region, depending
on the public resources of each country. As a result, we chose to

exclude the time attribute from certain models as it was deemed to
be irrelevant in those particular contexts. However, we recognize that
in certain clinical contexts, the inclusion of this attribute may be
essential for improving the accuracy of the models.

The HIS offers several advantages, including early detection of
potential heart problems through the analysis of patient data and the
classification of the chance of survival in case of heart disease
progression. This early detection can lead to timely treatment and
management of heart problems, improving patient outcomes.
Additionally, the system’s mobile accessibility as an Android app
makes it more convenient for users to monitor their heart health
on the go, democratizing access to health services and
information. The use of an expert system with a KNN algorithm
ensures accurate diagnoses and predictions of patient outcomes,
while the secure storage of patient information in Firebase

Figure 5
Screenshots of different HIS’ screens (frontend), an Android application with firebase storage
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database ensures privacy and confidentiality. The app’s simple and
intuitive UI makes it easy for patients to input their data and receive
their results, and the app also includes additional features such as a
care button that provides information about care to be taken in case of
heart disease. The system is capable of handling large amounts of
data, allowing for more accurate analysis of patient data and better
predictions of patient outcomes.

However, there are limitations to the HIS, including its limited
scope that only focuses on the classification of the chance of survival
in case of heart disease progression and its dependence on the
accuracy and completeness of the UCI Machine Learning Repository
database. Furthermore, the HIS system does not provide personalized
recommendations for heart disease management and care, as it does
not take into account individual patient characteristics ormedical history.

5. Conclusions and Future Work

This work presents an innovative approach to the diagnosis of
heart disease, using the KNN algorithm and different correlation
filters to select the most relevant attributes. Results showed that
careful selection of correlation filters can lead to better predictions
of survival in patients with heart disease using KNN. In addition,
feature selection was important to improve the effectiveness and
generalization of the models. We hope that these results can
contribute to improvements in public health, offering a more
accurate and efficient method for the diagnosis of heart diseases,
reducing costs for government and discomfort for the patient.

Furthermore, the results suggest that the selection of an ideal number
of relatively small neighbors is important for the performance of the
model. The analysis by average accuracy for different values of K for
each value of CF also varied, and the best average accuracy was
obtained for the correlation filter CF= 0.1 with K= 5, disregarding the
value of time is used, which is the patient’s hospitalization time, since
this time is relative, and we disregarded it for an application in which
the patient can use the app based on the results of his exams. While
excluding the time attribute resulted in some information loss, this step
was crucial to prevent potential biases and ensure generalizable
predictions across diverse clinical scenarios. Our findings hold
significant promise for public health advancements, potentially
enabling more accurate and efficient heart disease diagnosis, leading to
reduced healthcare costs and improved patient experiences.

Subsequent efforts could rectify limitations by exploring
alternative classification algorithms, incorporating more data and
attributes for enhanced model accuracy. Additionally, examining
diverse K values and CF correlation filters on different heart
disease datasets could gauge the robustness and generalizability of
the proposed approach. The HIS Android an AIaaS system, as
implemented in this study, showcases the potential of employing
machine learning on mobile devices for heart disease diagnosis.
The app, utilizing the KNN algorithm, estimates the likelihood of
survival in the face of disease progression. It includes features like
a care button offering guidance in case of heart disease, catering
to both patients and healthcare professionals. Future work may
concentrate on refining the app’s usability, enhancing the UI, and
integrating it with other digital health tools and technologies.
Ultimately, the integration of precise diagnostic methods into
mobile devices can significantly impact early detection and
treatment, thereby enhancing patients’ health and quality of life.
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