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Abstract: Understanding the factors that impact students’ achievements and failures in higher education is crucial as it enables the
development of targeted interventions and support mechanisms that can enhance academic performance and foster student success.
Artificial intelligence (AI) can help understand the factors that influence students’ academic achievements and failures in higher
education by analyzing large volumes of data, identifying patterns and correlations, and providing valuable insights. This article presents
the application of eight classification models on a “Dataset of Academic Performance Evaluation of Higher Education Students”
consisting of 145 higher education students. The aim is to identify the best classification algorithm for predicting academic performance.
The correlation filter (CF) was used for the discovery and selection of relevant attributes, resulting in the choice of four attributes for
analysis. The best classification models were random forest, support vector machine, and decision tree, with an average accuracy of
94.37% and a CF of 0.1. These results demonstrate that the application of AI and machine learning techniques is important for decision-
making in higher education, allowing for a better understanding of the factors that influence academic success or failure. The study
emphasizes the importance of careful attribute selection and the use of appropriate classification algorithms to ensure accuracy and
reliability of the results. Additionally, the study was replicated and evaluated with nine Brazilian higher education students, achieving an
accuracy of 88.89%. These results demonstrate the consistency and relevance of the proposed attribute filtering model.
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1. Introduction

It is known that education is one of the most important means for
the development of a society. It is exercised in away that the individual
develops their skills, adapting to society [1]. Education is a social
practice that aims at the development of the human being, their
potentialities, skills, and competences [2]. The education, a right for
all and a duty of the State and the family, shall be promoted and
encouraged with the collaboration of society [3], aiming at the full
development of the individual, their preparation for the exercise of
citizenship, and their qualification for work. However, despite
being supported by federal laws, most students still leave school
with many deficiencies in knowledge [4, 5].

In this work, we will analyze a recent real-world database
(DB) of higher education in foreign universities. The data were
collected from the “Higher Education Students Performance
Evaluation Dataset” [2] from UCI Machine Learning
Repository, an open and online repository for data science
(DS). It is known that DS, especially machine learning (ML)
algorithms, can be used in education to personalize learning

experiences for students based on their individual needs and
performance [2, 6–8]. By analyzing large datasets of
educational data, ML models can help identify patterns and
relationships between variables, allowing for more effective
decision-making in education [9–13].

The goal of this article is to predict the performance of higher
education students based on some variables using data mining (DM)
algorithms, an artificial intelligence (AI) field. In this sense, we aim
to employML techniques for the purpose of modeling and predicting
the academic success and failure of higher education students, based
on a scientific analysis conducted by DS. Furthermore, our objective
is to identify a concise and minimal set of attributes that can
accurately predict students’ academic success and failure, using
correlation filters (CFs), aiming to provide valuable insights for
educators and teachers, contributing to the enhancement of public
education.

Predicting student behavior through some parameters is
important for designing strategies to avoid dropouts and failures
in graduation. That means that the results of this research have the
potential to positively impact higher education institutions (HEIs)
by providing relevant information for decision-making and
educational planning. It is hoped that these findings can contribute
to the improvement of academic performance of university
students, promoting the quality of education and the educational
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development of the country, including Brazil higher education. We
collected data from students in a public institution through a
questionnaire to verify if the proposed model is capable of
correctly classifying the dataset.

This article is organized as follows: in Section 1, we have the
introduction and objectives. In Section 2, we provide a brief
literature review on the use of ML in education and its potential
to predict academic success and failure. Section 3 presents the
methodology used in this study, including data collection and
preprocessing, feature selection, and model development. In
Section 4, we present the results of our experiments, including the
accuracy of our models and the identification of the most
important features for predicting academic success and failure.
Section 5 discusses the implications of our findings for educators
and HEIs, as well as some limitations and future research
directions. Finally, in Section 6, we conclude this article by
summarizing our main contributions and discussing some
implications for future research and practice.

2. Background

In this section, we will present the theoretical foundation. First,
we will present some detailed definitions of the DB Then, we will
comprehensively present the definitions and tools for ML. Finally,
we will thoroughly present the extensive works related to this
research.

2.1. DB description

In this work, we will use a DBwith a feature vector of size 32 (31
parameters and 1 class), which were collected from 145 students from
the Faculty of Engineering and Faculty of Education Sciences in 2019
[2]. During the determination of academic success, written exams,
tests, and oral exams are considered in the cognitive achievement
of students and scales are generally used for components. The
students were evaluated on concepts, which represent the classes
abstracted from the problem, (0): fail, (1): DD, (2): DC, (3): CC,
(4): CB, (5): BB, (6): BA, and (7): AA.

However, we have abstracted these 8 classes into two useful
classes: R (0): reproved/fail and A (1): approved/pass. Many of
the educational approaches that are not based on certain criteria of
data and weights cause subjectivity during the evaluation process
and, thus, false evaluations can be carried out [2]. Each of these
attributes can directly interfere with the success and failure rate of
students in higher education.

In this case, we have the following information on the 32
parameters of the dataset. The questions related to the data
(Q1–Q10) are the personal questions: (1) age, (2) gender, (3) type
of high school attended, (4) type of scholarship, (5) additional
employment, (6) sports and arts, (7) relationship, (8) salary, (9)
transportation, and (10) accommodation.

The questions related to the data (Q11–Q16) are the family
questions: (11) mother’s level of education, (12) father’s level of
education, (13) number of siblings, (14) parents’ relationship, (15)
mother’s occupation, and (16) father’s occupation.

The questions related to the data (Q17–Q30) are the educational
questions: (17) daily study hours, (18) non-scientific reading, (19)
scientific reading, (20) participation in seminars and conferences,
(21) effect of projects and activities, (22) participation in readings,
(23) study type (group | individual), (24) study type (regular | last

week), (25) grade-taking, (26) writing and reading, (27) effect of
classroom discussion, (28) effect of flipped classroom, (29) GPA
last semester, (30) expected CGPA at graduation, (31) course ID,
and (32) output CLASS grade: A approved or R failed.

2.2. Machine learning

ML can be understood as machines with the ability to learn by
themselves from volumes of data, recognizing patterns and creating
relationships between them; this field of study is a subset of AI
algorithms [14, 15]. In this work, we will use ML with the
objective of predicting the final performance of higher education
students. One of the most common uses for ML techniques is to
predict or classify new situations within the same context,
bringing new information [2, 16].

In this work, we will focus on supervised learning, whose
fundamental objective is to learn a function that maps an input to
an output based on examples of input–output pairs [8]. Supervised
learning methods try to infer a function from labeled training data
consisting of a set of training examples, systematizing and
analyzing data that bring new findings [14]. There are several
supervised learning techniques; among the supervised learning
techniques, we have: decision tree (DT) learner, K-nearest
neighbor (KNN), support vector machine (SVM), multilayer
perceptron (MLP), Naive Bayes learner (NBL), gradient boosted
learner (GBL), random forest (RF) learner, and multilayer network
with fast backpropagation (RProp). These eight algorithms are
commonly used in classification problems in ML and each has its
own advantages and disadvantages. Understanding how these
algorithms work can be helpful in selecting the best algorithm for
a given classification problem.

DT: This is a ML algorithm that builds DTs from a set of
training data. The idea behind the algorithm is to divide the
dataset (recursively splitting) into smaller and more homogeneous
subsets based on a certain criterion, such as entropy or Gini
impurity. It is commonly used for classification and regression
problems.

KNN: This algorithm classifies new data points based on their
proximity to the k nearest data points in the training set. It is a simple
and versatile algorithm used for classification, regression, and
clustering tasks.

SVM: This is a popular algorithm for binary classification that
finds the hyperplane that best separates the two classes in the dataset.
It is effective for handling complex, high-dimensional data.

MLP: This is a type of neural network with multiple layers of
interconnected neurons that can learn complex patterns in data. It is a
powerful algorithm for classification and regression tasks but can
require significant computational resources.

NBL:This is a probabilistic algorithm based on Bayes’ theorem
that assumes the features in the dataset are independent of each other.
It is a simple and efficient algorithm commonly used for text
classification and spam filtering.

GBL: This algorithm builds an ensemble of weak DTs that are
sequentially trained to correct the errors of the previous trees. It is a
powerful algorithm for classification and regression tasks that can
handle complex datasets.

RF: This is another ensemble learning algorithm that builds a
forest of DTs, where each tree is trained on a random subset of the
data and features. It is effective for handling noisy and high-
dimensional data and can prevent overfitting.
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RProp: This is another type of neural network that uses a faster
and more efficient variant of the backpropagation algorithm to
update the weights of the network during training. It is effective
for handling high-dimensional data and can learn complex
patterns in data.

Additionally, to run each of these algorithms efficiently, there
are different tools for DM: R, WEKA, Python, DataMelt, Trifacta
Wrangler, and KNIME® Analytics Platform, which is a tool that
we will use in this work. KNIME® is an open-source software for
all your data needs; it is free to download and free to use. The
tool contains all the main ML techniques based on visual
programming and was chosen for being free and easy to use [14].

2.3. Related works

Sekeroglu et al. [17] conducted a systematic literature review to
analyze student performance from 2010 to 2020. The results are
presented as percentages and categorized as model, dataset,
validation, evaluation, or aims. Commonalities and differences
were identified, critical gaps were presented, and possible
remedies were proposed. The study suggests the need for
standardized evaluation and validation strategies, as well as a shift
toward deep learning models in future research. Additionally, the
advantages of a global education information consortium are
highlighted.

According to Yılmaz and Sekeroglu [2], personal information,
educational preferences, and family properties are some of the main
indicators to improve students’ performance. Yılmaz and Sekeroglu
[2] appliedAI techniques to questionnaire results from three different
courses across two faculties to classify students’ final grade
performances and determine the most efficient ML algorithm for
this task. Through several experiments performed by the Yılmaz
and Sekeroglu [2], it was found that the radial basis function
neural network can effectively classify student performance with
an accuracy of 70–88%. In the work by Wang [8], the importance
of subject development in higher education is discussed, and its
relationship with student academic performance is evaluated using
ML and AI techniques. A new AdaBoost adaptive-bidirectional
associative memory network model is introduced, which uses
Hebbian supervised learning to train and update the model
parameters. The memory cell in the neural model stores
processing information and recalls output patterns, identifying
student academic performance and analyzing subject development
quality in institutions. The system achieves 98.78% accuracy,
considering all attributes, indicating a high correlation between
subject development and student academic performance.

Silva Filho et al. [18] introduce a framework for applying DM
andML techniques to assess the importance of contextual features in
predicting educational outcomes. This framework incorporates
score-based feature contributions and informative metrics to
enhance interpretability. Applied to a Brazilian Large-scale
assessment spanning 2009–2019, the framework reveals new
insights while validating existing hypotheses. The study
underscores the influence of well-established factors on school
performance and highlights the potential for exploring attributes
related to school infrastructure and faculty for educational policy
formulation.

Similarly, Cortez and Silva [19] conducted a study aimed at
addressing high student failure rates in core subjects, such as
Mathematics and Portuguese, in Portugal. Despite improvements
in the population’s educational level, the country lagged behind in

European educational statistics. Their study applied business
intelligence techniques and assessed four ML models and three
input selections for insights from raw educational data. It achieved
high predictive accuracy, particularly with initial school period
grades, and identified influential factors like absences, parental
employment and education, and alcohol consumption in student
performance. As a result, it suggests improving prediction tools
for better education quality and resource management.

3. Methodology

In this proposal section, the workflow applied in KNIME will
be presented to identify the most important attributes in detecting the
characteristics of success and failure of students, through school,
family, and educational data. In this work, the collected data were
previously preprocessed and tabulated in a.csv file, which is why
we only used CFs to select the main features. A table with the six
CF (CF= 6) used will also be displayed. The selection of these
filters is crucial to determine the most relevant attributes for
predicting students’ academic performance. In this way, it is
intended to provide a clear view of the methodological process of
selection of the most relevant attributes and of the filters used for
this choice.

3.1. Proposed workflow

Using the KNIME® Analytics Platform for data analysis and
report building, 3 of the 8 workflows were used as example: DT,
SVM, and KNN, as shown in Figure 1. Initially, data of type
(.csv) were read by CSV Reader. Later, some columns were
filtered with the column filter, to filter the data of the 8 classes [2]
and we used only the two classes passed (1) and failed (0). Later
we made some data visualizations using the color manager and
color learner nodes for data coloring. The charts we perform for
data visualizations are pie chart, box plot, and histogram. Another
node used was linear correlation and CF for filtering where most
correlated columns survive while all correlated columns are filtered.

The X-Aggregator node is the first in a cross-validation loop. At
the end of the loop, there should be an X-Aggregator to collect the
results of each iteration. All nodes between these two nodes run as
many times as iterations should run, in this case the value of x= 20
iterations. In this example, we present only 3 nodes of the 8
algorithms for the ML (SVM, KNN, and DT), in this case, the
nodes SVM learner and SVM learner serve to make the prediction
of the SVM algorithm, while the nodes decision tree learner and
decision tree learner are used to predict and classify data using the
DT algorithm. The KNN node does the KNN prediction, with
k= 3 nearest neighbors. For this work, the other 5 remaining
algorithms were also tested using KNIME nodes (MLP, NBL,
GBL, RF, and RProp), but for space reasons they were not
included in Figure 1.

Finally, the Scorer node evaluates each of the prediction
algorithms that were used here by means of accuracy and a
confusion matrix is presented. Accuracy (A) is the percentage of
hits (both true positives and true negatives) on all bets (TP = true
positive; FP = false positive; TN = true negative; FN = false
negative) of the algorithm, according to Equation (1).

A ¼ TP þ TN
TP þ TN þ FP þ FN

(1)
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The error is the cases in which the algorithm fails. That is, the error
(E) is calculated considering the difference of the total minus the
accuracy value, given by Equation (2).

E ¼ 1:0� A (2)

3.2. Correlation filter

In this article, we will explore the selection of the most relevant
attributes to detect the characteristics of students’ academic success
and failure based on the 32 attributes divided into: personal, family,
and educational data, as shown in Table 1. For this, we will use 6 CFs
ranging from (1.0, 0.5, 0.4, 0.3, 0.2, 0.1) to select only the most
relevant attributes that are still capable of generating good
accuracy for the analysis. This filtering will allow us to identify
which characteristics have the greatest impact on students’ school
performance, enabling a better understanding of the factors that
influence academic success or failure.

4. Results

In this section, the results of the analysis of students’ school,
family, and educational data will be presented through the
selection of relevant attributes and the application of DM
algorithms. This analysis was divided into two subsections: the

statistical analysis and the classification analysis. In the first
subsection, we perform a descriptive analysis of the data,
including summary statistics and graphs to visualize data
distributions. In the second subsection, we apply eight DM
algorithms to classify students into two categories: academic
success and failure. This classification was based on a selection of
the most relevant attributes, chosen through different CFs. The
results obtained are presented and discussed in detail in these
subsections.

4.1. Analysis by descriptive statistics

In this section, the data collected from the data visualization will
be presented. In this sense, in the pie charts of Figure 2 we have the
results referring to: (i) the number of students who failed (5.52%) and
the number of students who passed (94.48%), see Figure 2(a).
Additionally, (ii) the gender of the students interviewed, (1) 40%
female and 60% male, is displayed in Figure 2(b). Finally, in
Figure 2(c), we have the 9 undergraduate courses.

In Figure 3, we have the range and median of some of the
attributes listed in the boxplots, and in Figure 4 the histogram
grouped by classes A (1) and R (0), and the attributes of type of
high school, average of previous grades, and transportation to the
university are the ones that most interfere on average in the
student performance, while the attributes of type of scholarship

Figure 1
Workflow in KNIME used for data visualization and classification
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and presence in classes seem to be the attributes that least interfere, as
they have similar averages in both cases, as shown in Figure 4.

4.2. Analysis of classification algorithms

This article presents results of a study on the selection of the
most relevant attributes for the classification of academic success
and failure in higher education students. The results showed that
the best classification algorithms were those with the lowest
number of attributes filtered by CF, which led to greater
classification accuracy, as can be seen in Table 2. In particular,
the DT, RF, and SVM algorithms had an accuracy of 94.483%
when the CF was set to CF= 0.1. The parameters selected by the
CF indicated that Father Education, Parental Status, Discussion
improves interest, and Course ID were the most relevant
parameters for classifying success and failure in higher education.
These parameters are related to the students’ education and home
environment, as well as their motivation and interest in the course.

On the other hand, the worst performance was obtained by the
NBL algorithm, which had an accuracy of only 74.483% when no
parameter was filtered by the CF (1.0). This can be justified by
the fact that NBL is a simple classification algorithm that is not
able to deal well with many attributes or with data with high
dimensionality. In general, the results obtained in this study
suggest that the selection of relevant parameters is crucial to
obtain good accuracy in classifying academic success and failure
in higher education students. In addition, the results highlight the
importance of students’ education and home environment for their

academic performance. The last line of Table 2 presents the
average performance metrics across all considered models, and the
algorithm with the best average was RF, with a value of 94,
368%, better than Yılmaz and Sekeroglu [2] who achieved
accuracies between ≈70% and 88%, and better in terms of
processing than Wang [8], who achieved ≈98.78% accuracy,
however, considers many more DB’ s attributes, unlike this work,
in which only 4 attributes were needed. We can see that RF
performed very well in all evaluated metrics, ranking first in
several cases. Furthermore, its mean in the last row of the table is
the highest among all the models, which indicates that RF is a
good choice for the classification task of the given dataset.

4.3. Analysis of results collected through
questionnaires

Given the above, we present the collected results from 9
students in higher education at a public institution. The collected
data from these 9 students shows for example, that the students’
ages range from 2 to 4, with an average of approximately 3.33
(around 25 years) and a standard deviation of about 0.71. Most
students are male, with an average of 1.56 and a standard
deviation of 0.53. Additionally, it is observed that the mean and
standard deviation for variables such as scholarship type,
additional work, regular artistic or sports activities, presence of a
partner, and type of accommodation have similar values. The
variables related to parents’ education, such as mother’s and
father’s education, also have close means and standard deviations,

Table 1
Resulting attributes after applying the correlation filters

Correlation
filter

Number of
attributes

Considered attributesIncluded Excluded

1.0 32 0 Age, Sex, Graduated high-school type, Scholarship type, Additional work, Regular artistic or sports
activity, Partner, Salary, Transportation, Accommodation type, Mother Education, Father Education,
Number of siblings, Parental status, Mother occupation, Father occupation, Weekly study hours,
Reading frequency non-science, Reading frequency scientific, Attendance to the seminars, Impact of
your projects, Attendance to classes, Preparation to midterm exams 1, Preparation to midterm
exams 2, Taking notes in class, Listening in classes, Discussion improves my interest, Flip classroom,
Cumulative GPA, Expected GPA, Course ID, Output_CLASS

0.5 31 1 Age, Sex, Graduated high-school type, Scholarship type, Additional work, Regular artistic or sports
activity, Partner, Salary, Transportation, Accommodation type, Mother Education, Father Education,
Number of siblings, Parental status, Mother occupation, Father occupation, Weekly study hours,
Reading frequency non-science, Reading frequency scientific, Attendance to the seminars, Impact of
your projects, Attendance to classes, Preparation to midterm exams 1, Preparation to midterm
exams 2, Taking notes in class, Listening in classes, Discussion improves my interest, Flip classroom,
Cumulative GPA, Course ID, Output_CLASS

0.4 28 4 Transportation, Accommodation type, Mother Education, Number of siblings, Parental status, Mother
occupation, Father occupation, Weekly study hours, Reading frequency non-science, Reading
frequency scientific, Impact of your projects, Attendance to classes, Preparation to midterm exams 1,
Preparation to midterm exams 2, Taking notes in classes, Listening in class, Discussion improves my
interest, Flip classroom, Cumulative GPA, Course ID, Output_CLASS

0.3 19 13 Graduated high-school type, Additional work, Partner, Total salary, Transportation, Mother Education,
Parental status, Father occupation, Weekly study hours, Reading frequency non-science, Impact of
your projects, Attendance to classes, Preparation to midterm exams 1, Taking notes in classes,
Listening in classes, Discussion improves my interest, Cumulative GPA, Course ID, Output_CLASS

0.2 11 21 Age, Partner, Artistic or Sports, Partner, Salary, Number of siblings, Father occupation, Impact of
projects, Attendance to classes, Preparation to Midterm 2, Discussion Interest, Output_CLASS

0.1 5 27 Father Education, Parental Status, Discussion improves interest, Course ID, Output_CLASS
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indicating a relatively homogeneous distribution of data. The
variable “Number of siblings” has an average of 2.44 and a
standard deviation of 1.74, suggesting a larger variation in this
characteristic. The variables related to academic performance,

such as weekly study hours, reading frequency, and exam grades,
are also analyzed based on their descriptive statistics.

The data do not contain missing values (NaN) or infinite values
(+∞ or −∞), indicating that all information was recorded for every
entry. Although the median is not provided in the statistics, we can
infer that the data are close to the mean, as the standard deviation is
relatively low compared to themeans. The total number of students is
9 for all columns, suggesting a relatively small dataset.

In this regard, we will initially present the workflow for
prediction in this task, as depicted in Figure 5. First, we separated
the data into training and testing sets, with the training data
being the data from the UCI Machine Learning Repository and
the testing data being the data from the 9 interviewed students. It
is noteworthy that the training data were used to train the DT
algorithm, which achieved the best result considering the
minimum number of attributes. In this context, the data were
created following the same pattern as the data from the studied
dataset (collected in the UCI). Additionally, we conducted a score
analysis, and the obtained result for these 9 interviewed students
was 88.89%, suggesting that the proposed model has a high
potential to predict student success or failure based on a few
attributes.

Figure 6 presents the results after data collection. In Figure 6(a),
it is evident that only 1 student (11.11%) failed, while 88.89% of the
students (8 students) did not fail. Furthermore, in Figure 6(b) it is
possible to see the DT that was tested with the 9 students. The
results from the collected data indicated 88.89% accuracy.

From these analyses, it is possible to see that the data collected
reveal a series of challenges and gaps in student education. The
average hours of study per week are relatively low, indicating a
possible lack of dedication and commitment by students to
learning. The averages for reading frequency, participation in
seminars, and impact of projects are also lower than expected,
suggesting a lack of student involvement and interest in these
academic activities.

5. Discussion

Based on the data analysis using descriptive statistics and DM,
the parameters of Father’s Education, Parental Status, and
Discussion that increase interest and Course ID identified by the
CF as relevant for predicting academic success and failure in
higher education are important for different reasons [2].

The level of father’s education can have a significant impact on
the student’s academic performance, as parents’ education can
influence the opportunities available to the student and their home
environment, including parental motivation and expectations
regarding the child’s academic performance [19]. Students whose
parents have a higher level of education generally have greater

Table 2
Accuracy for each of the classification models with the respective filters

Correlation filter

Number of attributes Classification algorithms

Included Excluded DT KNN SVM MLP NBL GBL RF RProp

1.0 32 0 90.345 93.103 86.207 94.483 74.483 91.724 94.483 91.724
0.5 31 1 90.345 93.103 86.897 90.345 75.862 93.103 94.483 93.103
0.4 28 4 93.793 93.103 91.034 91.034 90.345 91.724 94.483 92.414
0.3 19 13 92.414 94.483 94.483 88.276 86.207 94.483 94.483 90.345
0.2 11 21 91.724 94.483 94.483 91.724 90.345 92.414 93.793 91.034
0.1 5 27 94.483 93.103 94.483 93.103 90.345 91.724 94.483 91.034
Means 21 11 92.184 93.563 91.265 91.494 84.598 92.527 94.368 91.609

Figure 2
Pie charts made from the 145 student interviews
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access to educational resources, such as books and teaching materials,
as well as greater emotional and financial support for their studies [2].

The attribute of Parental Status can also influence the student’s
academic success, as parents who work in jobs with flexible
schedules or that allow them to be more present in their children’s
lives, such as working from home, may have a positive impact on
academic performance. Additionally, parents who are actively

involved in their children’s academic life can stimulate their
interest and dedication to studies [20].

The attribute of discussion improving interest and participation
can be an indicator of students’ engagement and interest in the
subject, which can be a determining factor for their academic
success. Students who are more engaged in class, asking
questions, and actively participating in discussions may have a

Figure 4
Histograms of the means of the attributes that lead to school success and failure

Figure 3
Boxplots showing ranges and medians of the attributes
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better understanding of the content and develop critical thinking
skills [8].

The Course ID, or course identification, can influence academic
performance, as different courses have different levels of difficulty,
workload, and learning objectives [19]. Additionally, the course
identification may also be related to other factors, such as the
quality of the faculty, infrastructure, and resources available for the
subject [8]. The main limitations of this work lie in the fact that,
when applying the questionnaire, only 9 students were interviewed
for testing the model found. However, when using the dataset, we
achieved excellent performance, totaling 89.9% of accuracy. Thus,
considering these parameters, it is possible to identify factors that
may impact students’ academic success and, consequently, allow
schools and educational institutions to take measures to promote a
more effective and personalized learning environment for students.
Subsequently, educational institutions can implement measures to
foster a more efficient and customized learning environment for
their students, empowering schools and educational institutions to
adopt strategies aimed at creating a more effective and individually
tailored learning atmosphere for their students.

6. Conclusions

It is concluded that this study utilized the dataset “Student
Performance Evaluation Dataset of Higher Education” to identify
the most relevant attributes for predicting the academic
performance of higher education students. The results showed that
the CF is an effective technique to reduce the data dimensionality
and select the most important attributes for predicting student
success and failure in school. Additionally, the DT, RF, and SVM
algorithms presented the highest accuracy (94.483%) when the CF
was set at 0.1, indicating that selected parameters, such as Fathers
Education, Discussion improving interest, and Course ID, may
have a significant impact on students’ success or failure in higher
education.

After data collection, it was evident that the 88.89% accuracy
indicates good precision in classifying students based on the
analyzed characteristics. This means that the model used to collect
and process the data was able to correctly classify the vast majority

Figure 5
Workflow in KNIME to predict the success or failure of interviewed students

Figure 6
Results obtained from the KNIME Analytics Platform after

collecting data from students

Artificial Intelligence and Applications Vol. 2 Iss. 3 2024

225



of students based on their individual characteristics. This high
accuracy rate shows that the model is reliable and can provide
valuable insights into different student groups and their specific
characteristics. Based on these results, those responsible for the
analysis can make more informed and targeted decisions regarding
the development and support of students, aiming to improve their
academic outcomes and overall educational experience.

These results point to the need for greater attention to education
and student development. It is essential to implement educational
strategies and programs that stimulate student engagement, promote
reading, encourage participation in extracurricular activities, and
emphasize the importance of regular study. Moreover, effective
support from parents, teachers, and society as a whole is essential
for students to reach their full potential and become qualified
citizens prepared for the challenges of the modern world.

Based on the data analysis conducted in this study, we reinforce
the importance of continuous investments in education, both in terms
of financial resources and appropriate educational policies. Through
quality education, it is possible to promote equal opportunities,
reduce social inequalities, and prepare students for a prosperous and
productive future. It is fundamental that all stakeholders involved in
the educational process, including the State, educational institutions,
teachers, and society in general, work together to improve
education and ensure a better future for future generations.

This study also highlighted the importance of using AI and DM
techniques in the field of education, enabling teachers and educational
institutions to make personalized decisions to improve students’
academic performance. Future works may further explore the use of
ML techniques in other areas of education, such as primary and
secondary education, and in different cultural and geographical
contexts. Another future work is the investigation of other ML
algorithms, such as neural networks and deep learning, to further
explore the relationship between the selected attributes and
students’ academic performance. With broader analyses, it will be
possible to better understand the influence of various factors on
higher education and thus support more effective decisions for
Brazilian educational policies in higher education.
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