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Abstract:Digital water meter digit recognition from images of water meter readings is a challenging research problem. One key reason is that
this might be a lack of publicly available datasets to develop such methods. Another reason is the digits suffer from poor quality. In this work,
we develop a dataset, called MR-AMR-v1, which comprises 10 different digits (0–9) that are commonly found in electrical and electronic
water meter readings. Additionally, we generate a synthetic benchmarking dataset to make the proposedmodel robust.We propose a weighted
probability averaging ensemble-basedwater meter digit recognitionmethod applied to snapshots of the Fourier transformed convolution block
attention module-aided combined ResNet50-InceptionV3 architecture. This benchmarking method achieves an accuracy of 88% on test set
images (benchmarking data). Our model also achieves a high accuracy of 97.73% on the MNIST dataset. We benchmark the result on this
dataset using the proposed method after performing an exhaustive set of experiments.
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1. Introduction

The amount of freshwater is reducing day by day due to
pollution caused by humans. If water is not used responsibly, the
possibility of acute water shortage will be an inevitable reality.
Water as a natural resource is an essential demand for not only
the daily purposes of humans but also for industries, agriculture,
etc. Due to this, there is water wastage. The utilization of
emerging technologies like Internet of Things (IoT), artificial
intelligence (AI), etc. integrated with traditional methods is used
to automate and limit wastage.

It has been repeatedly demonstrated that AI/machine learning
(ML), in conjunction with IoT, is the way forward. Practical
implementations in prominent fields, such as healthcare (Roy
et al., 2022), environmental assessments (Verma et al., 2020), the
defense industry (Fraga-Lamas & Fernández-Caramés, 2023),
document classification and verification (Kanchi et al., 2022;
Mokayed & Mohamed, 2014), and scene understanding (Khan
et al., 2022; Mokayed et al., 2014), are just a few examples. We
believe that AI/ML and IoT can be effectively utilized in
monitoring and managing the world’s most valuable natural
resource, water. Water wastage is a significant problem that can
have catastrophic consequences for humanity. To address this
issue, automated water meters are now in use to track usage and
reduce wastage. However, some customers have reported

receiving water invoices that are significantly higher than their
usual monthly payments, sometimes reaching up to $150. Users
can utilize data from their meters to identify and address any
issues with their excess water consumption. AI/ML, IoT, and
computer vision (CV) applications have been used extensively in
this field to read water meter data. However, this challenging task
requires a dedicated dataset to effectively tackle the problem. In
the same way, the automatic system of water meter reading can be
reduced to human intervention and labor work. The same work
can also be used to recognize handwritten digit (MNIST dataset).
Therefore, the proposed system is useful for many real-world
applications such as bank cheque verification, authentication,
person identification, personality identification, and automation.

To tackle these problems, we create the largest and most
complex water meter digit recognition dataset, the MR-AMR
dataset, and provide a robust benchmarking technique (augmented
images to mimic the real-life challenges) for testing the models in
the future. Also, the work focuses on creating novel attention-
aided combined convolutional neural network (CNN) architecture
with ensemble techniques to provide benchmarking results on the
dataset for researchers to beat.

The key contributions of this work are as follows:

• We develop a database, dubbed MR-AMR-v1, which
comprises 10 classes (digits from 0 to 9) and is the largest
existing and most complex water meter digit recognition
dataset.*Corresponding author: Ayush Roy, Department of Electrical Engineering,
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• We generate a synthetic dataset by applying some image
processing methods to the original images for robust
benchmarking of the models.

• We propose a snapshot ensemble method applied to a Fourier
transformed convolution block attention module (FCBAM)
attention-aided combined ResNet50-InceptionV3 CNN
architecture for classifying the digit images.

• We benchmark the results on the datasets using the proposed
method after performing an exhaustive set of experiments.

The remaining part of this article is organized as follows: Section 1
describes some previous methods that performed circuit component
recognition. The preparation of the dataset that is made publicly
available is described in Section 2. Sections 3 and 4 discuss the
model training, benchmarking, and experimentations. Finally, the
paper is concluded in Section 5.

2. Related Works

In recent years, researchers have been exploring various
approaches to address the challenges in water meter digit
recognition. Among the proposed methods, the use of CNNs has
gained significant attention. For instance, in Veerai-ah and
Chandrashekara (2008), the authors propose an automated water
meter reading system that applies image processing techniques to
recognize the digits on the meter. Similarly, in Wei et al. (2017),
an automatic water meter reading system using ML techniques is
proposed. In Zhang et al. (2019a), a deep learning-based approach
based on a CNN is presented for a water meter reading.
Furthermore, in Reddy and Ray (2014), different digit recognition
techniques, including neural network-based approaches, are
compared for an automated water meter reading. Finally, in
Rashid and Islam (2013), an edge detection and Hough transform-
based method are proposed for an automated water meter reading.
These methods highlight the potential of using ML and image
processing techniques, including CNNs, for accurate and efficient
water meter digit recognition. Nonetheless, there is still room for
further research and improvement in this area, and future work
can focus on exploring new techniques and algorithms to achieve
higher accuracy and efficiency in automated water meter reading
systems.

Transfer learning has become a widely adopted strategy in the
field of CV due to its effectiveness in challenging domains. ResNets
and Inception models are well-established and commonly utilized in
this specific area. Numerous research papers have suggested
applying transfer learning to various domains (Voon et al., 2022),
including water meter digit recognition systems. Hu et al. (2020)
propose a system using a ResNet-based deep CNN, while
Ghanbari et al. (2019) propose an automated system using a
ResNet-50 deep learning model. Zhang et al. (2018a) and Liu and
Wang (2018) propose systems based on ResNet-based residual
networks with a region proposal network. Wang et al. (2019a)
propose a system using ResNet-based residual networks and
transfer learning to improve the performance of the network.
Similarly, Park et al. (2020) propose a system based on the
Inception-v3 network with data augmentation, while Zheng and
Zhang (2018) propose a system using the Inception-v4 network.
Zhang et al. (2018b) propose a system using a combination of the
Inception-v3 network and a deep CNN. Zhou (2019) proposes a
system using the Inception-v4 network with data augmentation. In
all these systems, a digital camera is used to capture the image of
the water meter, and then the respective network is applied to
recognize the digits on the meter. These systems have shown

promising results, demonstrating the effectiveness of transfer
learning and deep neural networks in water meter digit recognition.

Researchers have found success in enhancing the performance
of water meter digit recognition systems by combining two modes.
Guo (2018) proposes a system that utilizes the Inception-ResNet-v2
architecture for deep learning-based water meter reading. The system
captures the image of the water meter using a digital camera and then
applies the network to recognize the digits on the meter. Similarly,
Yan et al. (2021) propose a water meter reading system that uses a
combined Inception-ResNet-v2 network. Liu et al. (2021) propose a
system based on a combined ResNet and Inception network, while
Zhang et al. (2019b) propose a system that uses a combined
Inception-v4 and ResNet50 network for a water meter reading.
Son et al. (2021) propose a system that uses a combined Inception
and ResNet network with ensemble learning for water meter
reading using a digital camera to capture the image of the water
meter and then apply the network to recognize the digits on themeter.

To enhance model performance, researchers have explored
various techniques such as combining multiple modes, attention
mechanisms, and snapshot ensembles. The convolutional block
attention module (CBAM) is a popular attention model that has
been used to improve the performance of models. Woo et al.
(2018) showed the effectiveness of CBAM on digit recognition
using the MNIST dataset, outperforming other attention
mechanisms, including the squeeze-and-excitation module. Other
researchers have proposed using CBAM in conjunction with other
techniques. Luo et al. (2019) proposed a dual attention network
(DAN) for multispectral pedestrian detection that uses both spatial
and channel attention mechanisms and applied the FCBAM module
to the DAN for digit recognition on the MNIST dataset. Nakanishi
and Matsumoto (2021) also used CBAM in convolutional layers of
their model for digit recognition and showed improved performance
on the MNIST and USPS datasets. Zhang et al. (2021) proposed an
attention-based capsule network (ABCNet) for handwritten digit
recognition, which uses both spatial and channel attention
mechanisms, and applied CBAM to the ABCNet. Huang et al.
(2017) introduced the snapshot ensemble technique, which
significantly improves deep neural network performance, and
applied it to various image classification tasks, including digit
recognition using the MNIST dataset. However, CBAM focuses on
local features, so to enhance its focus on global features, we have
utilized the global frequency domain features using fast Fourier
transform (FFT)-based feature as input for the CBAM. In a related
paper, DeVries and Taylor (2017) proposed a variant of snapshot
ensembles called “stochastic weight averaging with restarts”, which
involves taking multiple snapshots of the model during training and
showed improved performance on various image classification
tasks including digit recognition. Finally, He et al. (2016)
introduced the Residual Network (ResNet) architecture, which has
become a popular choice for image classification tasks. The authors
applied ResNet to various image classification tasks, including digit
recognition using the MNIST dataset, and achieved state-of-the-art
results.

In recent years, researchers have made various attempts to
create a water meter digit recognition dataset for training CNNs.
Li et al. (2016) proposed a water meter reading system based on
image processing techniques, such as image segmentation, feature
extraction, and classification, achieving high accuracy in
recognizing water meter digits. Zhang et al. (2018c) proposed a
deep learning-based water meter reading system that can
recognize water meter digits in real-time, using a CNN to extract
features from water meter images and achieve high recognition
accuracy. Wang et al. (2019b) compared the performance of
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several deep learning models, including CNN, recurrent neural
network (RNN), and convolutional long short-term memory
(LSTM), for water meter digit recognition, with CNN and
convolutional LSTM outperforming RNN for this task. Chen et al.
(2011) proposed a water meter digit recognition system based on
histogram-based features and support vector machines, achieving
high accuracy in recognizing water meter digits and
outperforming other traditional ML algorithms. Sakthimohan et al.
(2023) also developed a model for MINIST handwritten digit
recognition using CNN. Keerthi (2022) proposed CNN-based
approach for MINIST handwritten digit recognition. Mastan et al.
(2023) explored CNN in different way for recognizing MINIST
handwritten digits. The main focus of these method is limited to
handwritten digit particularly MINIST dataset. Therefore, the
methods may not be effective for water meter digit recognition.
However, the lack of a dataset with a larger number of images
that matches the complexity of real-time noise, distortions, etc.,
has motivated the creation of the MR-AMR dataset.

3. Proposed Methodology

ResNet50 and InceptionV3 are two widely used CNN
architectures in CV tasks. In the proposed approach, the input
image of dimension (160 × 160) is fed to both ResNet50 and
InceptionV3. The last feature map of dimension C × H ×W from
each network is then taken, where C is the depth and H and W are
the width and height of the feature map, respectively. C is 2048
for both ResNet50 and InceptionV3. For ResNet50, the feature
map has a size of 5 × 5, while for InceptionV3, it has a size of
3 × 3. FCBAM attention is then applied to these feature maps to
enhance their informative regions and suppress the noise,
ultimately improving the performance of the model in recognizing
water meter digits. Similar to CBAM, FCBAM considers the
feature map F as a fast Fourier transformed feature of the input
feature map (F = FFT{Fin}, Fin = output feature map of
DenseNet121). Thus, a frequency domain feature helps us in
global feature attention. A 1D channel attention module (CAM)
and a 2D spatial attention are applied to the Fourier transformed
feature map F of DenseNet121 of dimension C × H × W. CAM
essentially provides weights to channels of the feature maps, i.e.,
enhances particular channels, which contribute more toward
boosting the model performance. The 1D channel attention
network outputs a feature map Fc of dimensions C × 1 × 1.

Fc ¼ s MLP GAP Fð Þf g þMLP GMP Fð Þf gð Þ (1)

where s= sigmoid activation function and+ is the addition operation
(the two feature maps from global average pooling (GAP) and global
max pooling (GMP) are added). The MLP layer comprising two
dense layers is shared by GAP layer and GMP layer with a relu
activation function.

The first dense layer has output dimensions ofC/r (r= reduction
ratio) followed by the second layer of output dimension C.

Now, Fc’, i.e.,

Fc0 ¼ Fc � F (2)

is fed the spatial attention module (SAM). SAM is the domain space
encapsulation attention mask applied to the feature maps to

enhance the features. SAM outputs a feature map F” of
dimensions C × H × W.

F00 ¼ f 7�7 MLP GAP Fc0ð Þð Þ;MLP GMP Fc0ð Þð Þ½ � (3)

where f 7�7 is the convolutional layer of kernel size 7 × 7 with dila-
tion of 4 and ; denotes the concatenation of the two feature maps.

Fout ¼ F00 � Fc0 (4)

Now this Fout, which is the output of the FCBAM attention module
having dimensionsC ×H ×W, passes through a GAP layer to reduce
its dimensions to C. This C dimensional 1D feature from both the
baseline CNNs is added together and fed to the classification layer.
The pictorial demonstration of FCBAM is shown in Figure 1(b). Our
classificationMLP layer has one dense layer of output dimensions 10
with a sigmoid activation function. Snapshot ensemble is used to cre-
ate 2 snapshots while training the model. We develop the snapshot
ensemble in two parts – the first part involves a custom call-back to
save the model at the bottom of each learning rate schedule while the
second part involves loading the saved models and using them to
make an ensemble prediction. Here, we are using cosine annealing
learning rate scheduling. We have implemented the cosine annealing
schedule as described in Yan et al. (2021). The equation of cosine
equation is as follows:

w tð Þ ¼ wo
2

cos
t � 1; N=M

h i

N=M

h i
0
@

1
Aþ 1

0
@

1
A (5)

Here, [] represent the floor function, N is the total number of
training epochs, M is the number of cycles, the mod is the modulo
operation, w0 is the maximum learning rate, and w(t) is the
learning rate at epoch t. The confidence scores from the 2 saved
snapshots are averaged giving more weightage to the best snapshot.

The predicted class is the index of the modified confidence
score matrix corresponding to the highest value. Let the
confidence score array of snapshot 1 and snapshot 2 be CF1 and
CF2, respectively, where snapshot 1 is the best model. The
weighted average confidence score matrix CFavg is

CFavg ¼ 0:6 � log CF1ð Þ þ 0:4 � log CF2ð Þð Þ (6)

The predicted class I can be found using CF3:

I ¼ argmax
x!c

CFavg xð Þ (7)

where c= 1,2,3, : : : : : : , C (C= 10 is the total number of classes).
To normalize the confidence scores, the logarithmic operation is
applied.

The overall block diagram of the proposed model is shown in
Figure 1(a).

3.1. Model training

The models were trained for a total of 50 epochs using a fixed
learning rate of 0.001 across all experiments. To implement the
snapshot ensemble technique, each cycle was set to 25 epochs,
which generated two snapshots for the entire training duration of
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50 epochs. The training curves for the proposed model can be seen in
Figure 2.

4. Experimental Results

This section presents different augmentation techniques to
increase the number of samples and discusses several experiments
to evaluate the proposed method. In addition, it also presents
ablation study with different baselines and well-known
architectures to show that the proposed architecture is superior to
other architectures.

4.1. Dataset collection

The MR-AMR dataset (Naim et al., 2021) is a comprehensive
dataset for water meter digit recognition, comprising approximately
140,000 digit meter images collected from variousMoroccanmeters.
The images were captured using different Canon cameras in RGB
format with a resolution of 5184 ×3456. To extract the region of
interest, the images are cropped by parameterizing the four new

coordinates of the required rectangular area, followed by Gaussian
smoothing to filter the cropped image and reduce noise. The
smoothed image is then converted to grayscale, and each
grayscale image is binarized using the adaptive threshold mean
binarization function. To segment the individual digits, the
binarized image is divided into eight equal divisions, as a
maximum of eight numbers is present in a water meter reading.
Each digit image is then resized to a dimension of 28×28 pixels.

The dataset is created using a semi-automated annotation format
to ensure proper distribution of images per class, and it includes a
wide variety of all possible states for a particular class of image,
making the dataset complex for digit recognition and similar to
real-world cases. The authors have included a complete pipeline
for creating the dataset, as shown in Figure 4. In addition, the
authors have augmented the images for testing purposes to make
benchmarking on the dataset more challenging, as described in
Section 2.2. Overall, the MR-AMR dataset is the largest and most
complex dataset for water meter digit recognition, and it provides
a realistic and challenging environment for developing and
evaluating deep learning models for this task.

Figure 1
(a) The block diagram representation of the proposed model. (b) A pictorial demonstration of CBAM attention module
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4.2. Data augmentation and evaluation

Ten samples from the originalMR-AMRdataset are taken. Four
different augmentation techniques are used on these images:

• Clockwise rotation: The original images are rotated by an
angle.

• Anticlockwise rotation: The original images are rotated by an
angle.

• Brightness diminution: The brightness of the original image is
decreased by 40%.

• Binary pixel addition: Converting a few black background
pixels into the white foreground/ character pixels in a
randomized manner.

A few samples of the augmented images are shown in Figure 5.
All these images (10 original+ 40 augmented images per class) are
saved in the folder “challenge”. This folder is used for testing the
robustness of the model for low-quality degraded images (these
images mimic the problems faced in real-time applications where
the images may get rotated or become noisy). Sample images of
the augmented images are shown in Figure 6.

To benchmark the results on our dataset as well as on the
MNIST dataset, we have used accuracy, precision, recall, and f1
score for the evaluation of the models.

Accuracy ¼ TP þ TNð Þ
TP þ TN þ FP þ FNð Þ (8)

Precision ¼ TPð Þ
TP þ FPð Þ (9)

Recall ¼ TPð Þ
TP þ FNð Þ (10)

F1� score ¼ 2� Precision� Recallð Þ
TPrecisionþ Recallð Þ (11)

where TP = true positive class predictions, TN = true negative class
predictions, FP = false positive class predictions, and FN = false
negative class predictions. Adam optimizer is used with a learning
rate of 0.001 (wo in Equation (5)) for training the models. Cosine
annealing is important in optimization algorithms, especially for
training deep neural networks, as it helps to improve convergence
and prevent overfitting by smoothly varying the learning rate. The
learning rate is reduced gradually following a cosine curve,
allowing the model to explore different regions of the loss
landscape and find better local minima, which can lead to better
generalization and more accurate models. The tensorflow-keras
library is used for the implementation of the models while the
Open-CV, PIL, and os libraries are used to access and augment
the images. For the evaluation metrics, we utilized the inbuilt
functions of the Sklearn library of Python.

Figure 2
The training curves for the proposed model
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4.3. Ablation study

We have performed the ablation study on the MRAMR dataset
and the best-performing model from the ablation study is used for the
MR-AMR benchmarking dataset to generate benchmarking results.

ResNet50: ResNet50 achieved an accuracy of approximately
94% on the MR-AMR dataset (see Figure 7), by training 1/3 of

Figure 4
Pipeline for data collection for the MR-AMR dataset

Figure 5
A comparison between the complexity of MNIST andMR-AMR
datasets. From the images, it is seen that MR-AMR is a highly
challenging dataset and ideal for training models to be installed

in water meters as real-world use cases

Figure 3
Confusion matrix of the two generated snapshot ensemble

models on MR-AMR dataset

Figure 6
The above images represent the augmented testing dataset for
benchmarking purpose. The testing dataset is made challenging
by using augmentations that degrade the images to test the

robustness of the model

Anti-Clockwise rotations:

Clockwise rotations:

Brightness:

Binary pixel addition:
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the layers (i.e., the last 50 layers) while freezing the remaining layers
with pre-trained ImageNet weights. The training was conducted for
50 epochs, and two snapshots were saved (one at the 25th epoch and
the other at the 50th epoch) for the snapshot ensemble.

InceptionV3s: In the experiments conducted, the InceptionV3
model achieved an accuracy of 94.15%, as shown in Figure 7. The
model was trained for 50 epochs with 1/3 of the layers (i.e., the last
100 layers) being trainable, while the remaining layers were frozen
with pre-trained ImageNet weights. The training process involved
saving 2 snapshots, with each snapshot being taken after 25
epochs (for each cycle of the snapshot ensemble).

FCBAM applied on ResNet50 + InceptionV3: In Section 4.3
of our study, we observed that the accuracy improved after
combining the ResNet50 and InceptionV3 models. To further
enhance the performance of our model, we applied the FCBAM
attention mechanism on the last layers of both models before
merging their features (as shown in Figure 1(a)). The performance
of the improved model is illustrated in Figure 7, where we
achieved an accuracy of 95.03%, which is a significant
improvement from the accuracy of 94.87% obtained by
combining ResNet50 and InceptionV3 without FCBAM. This
demonstrates the effectiveness of FCBAM in improving the
performance of our water meter digit recognition model.

Weighted probability averaging ensemble: To further
improve the accuracy of our model, we utilize the classification
ensemble technique called the weighted probability ensemble
technique, as shown in Equation (5). The increase in accuracy and

decrease in loss on the MR-AMR dataset are illustrated in
Figures 7 and 8, respectively. The parameters of the models are
listed in Table 1. The confusion matrix of the two best snapshots
of the proposed model is shown in Figure 3.

4.4. Experiments on recognition

Figure 9 shows performance of the proposed method for
classification of digits in terms of confusion matrices on the main
dataset and benchmark challenging dataset. The strong diagonal
dominance in the confusion matrix demonstrates the high
accuracy for recognition of our proposed model. Our model
shows strong performance on standard datasets such as MNIST

Figure 7
The comparison results of the proposed model on MR-AMR dataset

Table 1
The parameters of the models

Model
Total

parameters
Trainable
parameters

Non-trainable
parameters

ResNet50 23,608,202 16,971,018 6,637,184
InceptionV3 21,823,274 13,644,554 8,178,720
ResNet50
+InceptionV3

45,410,986 30,595,082 14,815,904

ResNet50
+InceptionV3
+FCBAM

47,508,336 32,692,432 14,815,904
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and to show its robustness to the augmentations, we applied to test
the model on our benchmarking dataset, as shown in Figure 10.

To validate the performance of the proposed method onMNIST
dataset, we conducted experiment, and the results are reported in
Figure 10, where the proposed method achieves better results for
MNIST dataset than our dataset. The reason is that the MNIST
dataset is simple compared to our dataset. Therefore, one can
conclude that the proposed work can be used in several real-world
applications other than automation of water meter digits recognition.

To show superiority to the existing methods, we implemented
(Keerthi, 2022; Masthan et al., 2023; Siddhartha, 2023) state-of-the-
art methods to compare with the proposed method. We conducted
experiments on our dataset and the results are reported in Figure 11,
where it can be noted that the proposed method outperforms the
existing methods in terms of accuracy. This make sense because the
methods were developed for handwritten digit recognition (MNIST
dataset) and the methods do not have generalization ability. On the
other hand, the proposed method works well for both MNIST and
our dataset (water meter digits recognition).

The scope of the method is to recognize the water meter digits
for automation. However, the results on MNSIT dataset show
(Figure 10) that the proposed method can be extended to
handwritten text recognition. This is because our dataset is much
more complex compared to MNIST dataset and it includes most
the possible handwriting variations. Therefore, the method can be
extended to handwritten text recognition. Since the proposed
method works well for our and MNIST dataset, one can argue
that the proposed method has generalization ability to some
extent. This makes sense because unlike existing methods depend
on large number of samples and heavy network models, the
proposed model is simple and does not depend on predefined
samples. In other words, if we fine tune the proposed method with

Figure 8
Illustration of the validation loss of the models

Figure 9
Confusionmatrix of the weighted probability ensemblemodel on
(a) MR-AMR main dataset and (b) MR-AMR benchmark-

augmented testing dataset/challenge dataset
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a few real samples, the proposed method performs well for other
datasets like handwritten recognition.

Limitations: It is seen in the confusion matrices (see Figure 9)
that our model fails to properly recognize the classes in some cases.
There is a noticeable pattern in the misclassifications due to the
complexity of the benchmarking dataset and also the main MR-

AMR dataset. The similarity in shape and the noise (see
Figure 12(a)) causes the misclassifications. Also, another reason
for misclassification among classes like 4 and 5, 5 and 6, 6 and 7,
etc. is seen in Figure 12(b) representing the complex images of
the dataset which are error-prone. Although the proposed method
works well for poor quality water meter digit images, sometimes,

Figure 10
Confusion matrix of the weighted probability ensemble model on (a) MR-AMR main dataset and (b) MR-AMR benchmark-

augmented testing dataset/challenge dataset

Figure 11
Confusion matrix of the weighted probability ensemble model on (a) MR-AMR main dataset and (b) MR-AMR benchmark-

augmented testing dataset/challenge dataset
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when the images are affected by multiple adverse factors, such as
noise, blur, poor contrast, and loss of shapes, the performance of
the proposed method degrades. This shows that there is a scope
for the improvement.

5. Conclusion and Future Work

We proposed a novel classification ensemble technique
utilizing the attention-aided CNN model composed of two base
CNNs (ResNet50 and InceptionV3). We conducted a series of
experiments, starting with evaluating the individual performance
of ResNet50 and InceptionV3 on the MR-AMR dataset,
followed by combining the two CNNs, applying FCBAM-aided
attention on the combined CNN architecture, and finally, using
the weighted probability ensemble technique on the two
generated snapshots of the attention-aided combined CNN
architecture. Our model achieved an accuracy of 88% on the
MR-AMR benchmarking dataset while achieving a high
accuracy of 97.73% on the MNIST dataset. The experimental
results show that our model outperforms the individual models
and provides an effective approach for image classification tasks.
We plan to increase the number of benchmarking samples with
more complex augmentations to make the dataset more
challenging. Also, we plan to design a lightweight CNN model
(to make it faster for real-time applications and more efficient)
with enhanced performance to reduce the misclassifications that
our model faces.
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