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Three-Dimensional Vibration Visual
Measurement Method Based on Binocular
Camera
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Abstract: This paper proposes a three-dimensional micro-vibration measurement method based on amplification and tracking to achieve
vibration measurement of the target. In environments with excessive lighting, which can hinder effective target tracking, the method first
applies a magnification algorithm to enlarge the target image. The enlarged image is then processed using a stereo matching algorithm to
align the left and right camera views. Following this, a tracking algorithm calculates the pixel displacement of the target. Finally, the
target’s spatial three-dimensional vibration information is derived through dimensional conversion. To address challenges posed by
excessive illumination, image preprocessing is applied to extract the target before magnification. Experimental results from three sets of
tests demonstrate the method’s high accuracy. When measuring spatial three-dimensional vibration with an amplitude of 0.1 mm, the
displacement’s root mean square error is 0.0298 mm, and the normalized root mean square error is 11.57%. This new three-dimensional
visual measurement method effectively and accurately measures micro-vibration amplitudes.
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1. Introduction

Mechanical equipment inevitably experiences some micro-
vibrations during operation. These vibrations may have negative
effects on the equipment, shortening its lifespan or even posing
safety risks. Therefore, eliminating these micro-vibrations is
crucial [1, 2].

Currently, methods for eliminating micro-vibrations include
contact and non-contact methods [3, 4]. Contact vibration
measurement methods require the use of sensors such as
accelerometers displacement sensors, etc. However, when using
contact vibration measurement methods, sensors need to be placed
on the target being detected, which can cause mass loading effects
for lightweight structures, resulting in measurement errors.
Additionally, when measuring vibration data of large structures,
installing a large number of sensors on the surface of the structure
requires a significant amount of manpower and resources for
sensor placement [5–7].

Non-contact vibration measurement methods represent another
approach to vibration measurement. Common non-contact methods
include laser vibrometry and vision-based vibration measurement.
Laser vibrometry involves using a laser vibrometer for
measurement, which does not impose any loading effects on the
measurement target. However, laser vibrometers can be relatively
expensive, and measuring large targets with them may require
significant measurement time. The vision-based vibration
measurement method utilizes cameras or visual sensors to capture

the vibration images of the target surface and then analyzes these
images using image processing techniques to achieve vibration
measurement. This method does not require direct contact with
the target, thus avoiding any loading effects, and it provides high
measurement accuracy.

Currently, vision-based vibration measurement methods for
vibration displacement include those based on monocular cameras
and those based on binocular cameras [8–10]. The monocular
camera-based visual measurement method utilizes a single camera
to extract feature information from images and then calculates and
analyzes parameters such as the size, shape, and position of
objects [11–13]. Fukuda et al. [14] proposed an image processing
algorithm based on sub-pixel OCM direction coding and
conducted error analysis in vibration table tests, with experimental
results showing small errors and significant practical value.
Building upon previous work, Caetano et al. [15] further
optimized the optical flow method, applying the refined technique
to vibration observation in large-scale engineering structures.
Sieffer et al. [16] utilized digital image correlation technology and
high-speed cameras in vibration table tests of timber frame stone
infill walls, comparing the results with traditional measurement
methods to find a relative error of 5%. Ansari et al. [17]
compared two digital images of the structure before and after
deformation using the digital image correlation method to assess
the distribution of structural dislocations and surface strains.
Rajaram et al. [18] demonstrated that digital image correlation
methods provide precise full-field deformation information in
vibration table experiments, comparing it with displacement
sensor methods and finding an absolute measurement error of
0.26 mm. Jiang et al. [19] achieved vibration object recognition
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and tracking in high frame rate videos by locating vibration sources
and extracting high-frequency vibration information using digital
filters. Zhu et al. [20] used VGG to construct a deep feature
fusion network for displacement extraction from image sequences.
Huang et al. [21] enhanced visual displacement measurement in
harsh environments using GAN and YOLOv4. Building upon
traditional image processing algorithms, Lu et al. [22] combined
deep learning algorithms to improve measurement accuracy,
validating the high precision of this approach through
experiments. Yin et al. [23] proposed the spatial support
convolutional neural network for ruler detection in switch track
images.

The visual measurement method using a monocular camera is
limited to measuring planar vibration displacements and cannot meet
the requirements for capturing the spatial displacement of structures.
In contrast, the visual measurement method based on binocular
cameras can use the image sequences captured by the left and
right cameras to perform stereo matching and obtain disparity,
thereby recovering the three-dimensional information of the object
being measured [24–26]. Yuan et al. [27] combined stereo vision
with deep learning, using an intelligent detection robot with an
Internet of Things data communication system to identify damage
in reinforced concrete columns subjected to cyclic loading. Shao
et al. [28] proposed an advanced binocular vision system for full-
field three-dimensional vibration displacement measurement of
structures, verifying its performance by measuring the vibration
displacement of a steel cantilever beam in the laboratory. Yue
et al. [29] developed an automatic deformation monitoring method
using binocular vision, employing an enhanced semi-global
matching algorithm for stereo matching of binocular images to
accurately measure the three-dimensional displacement of the
monitored target. Wang et al. [30] proposed a bidirectional
correction and binocular vision positioning algorithm for the
automated forging of hammer forging, with results showing a
small average positioning error of 7.31 mm in the left camera
coordinate system. Wu et al. [31] proposed a bridge vibration
measurement method based on 3D reconstruction, using drones to
capture vibration videos of bridge models and tracking the
displacement of target points on the bridge model using the digital
image correlation method. Yao et al. [32] processed and managed
bridge vibration signals using 3D modeling and visualization
algorithms, achieving an accuracy of 98.75%.

Building on existing research, a three-dimensional micro-
vibration measurement method based on amplified tracking is
proposed to achieve structural spatial displacement measurement.
First, the overall algorithm workflow is introduced, the overall
flowchart is shown in Figure 1 followed by the verification of the
measurement accuracy of this method through spatial three-
dimensional vibration experiments on a cantilever beam. Finally,
some conclusions are drawn.

2. Three-Dimensional Vibration Measurement
Algorithm

The steps of the algorithm are as follows:
Step 1: Determining if the external light intensity is too strong

(judged based on whether the target tracking algorithm can track the
target). If it is, image preprocessing is required to avoid interference
from other objects on the vibration information. If not, proceed
directly to amplification.

Step 2: The image preprocessing stage is undertaken for cases
of excessive light intensity. This involves a number of different
techniques, including region of interest processing, image
smoothing filtering, color conversion and feature extraction, and
morphological operations. Region of interest processing involves
selecting the area of the target to be measured for ease of
subsequent feature extraction. Image smoothing filtering reduces
noise, removes details, and smoothens the image. Color
conversion and feature extraction involve extracting specific color
features after filtering based on the color of the marker, while
morphological operations are used to perform region connectivity
and remove outlier points on the extracted target.

Step 3: Selecting the optimal amplification factor and perform
video motion amplification on the video.

Step 4: Opening the amplified video frame by frame and
performing stereo matching of the left and right camera frame
images using the RAFT-Stereo stereo matching algorithm.

Step 5: After that, conduct DaSiamRPN target tracking to
obtain the pixel displacement of the target.

Step 6: Utilizing the obtained pixel coordinates, the calibration
parameters of the binocular camera, and the principle of triangulation
to obtain the spatial three-dimensional coordinates of the target.

2.1. Magnification and tracking

Oh et al. [33] proposed a learning-based motion
amplification method in 2018, which possesses characteristics
such as learning ability, adaptability, efficiency, generalization
capability, and end-to-end optimization. These attributes enable
the method to achieve better results in handling motion in
videos. DaSiamRPN [34] is an efficient, accurate, and
robust target tracking method that is widely used in real-time
video analysis, intelligent surveillance, autonomous driving,
and various other fields. The integrated framework of
the amplification and tracking algorithms is depicted in
Table 1 [35] and Figure 2.

Figure 1
Overall flowchart
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2.2. RAFT-Stereo

RAFT-Stereo algorithm [36] is a stereo matching algorithm that
integrates end-to-end training and deep learning techniques of
RAFlow (RAFT). By utilizing deep learning networks to learn
image features and optical flow constraints, this algorithm
achieves highly accurate optical flow estimation and stereo vision
tasks. The overall framework of the algorithm is depicted in
Table 2 and Figure 3.

2.3. Dimension conversion

2.3.1. Coordinate transformation relationship
Coordinate transformation typically involves converting

coordinates from one coordinate system to another. As shown in
Figure 4, this process includes transformations between the global
coordinate system Ow � XwYwZw, camera coordinate system
Oc � XcYcZc, image physical coordinate system o� xy, and pixel
coordinate system op � uv.

The global coordinate system is a coordinate system used to
describe the entire scene. It is a fixed coordinate system used to
represent the position, orientation, size, and other information of
all objects, denoted by xw; yw; zwð Þ.

The camera coordinate system is an internal coordinate system
of the camera used to describe the spatial relationships between
objects, images, and the camera during the imaging process,
denoted by xz; yz; zzð Þ.

Table 1
Algorithm framework

Algorithm: Magnification and tracking

Input: Two pictures displaying the frames prior to and following
the video. Xa;n

� �
N�1
n¼1 , Xb;nþ1

� �
N�1
n¼1

For n ¼ 1; nþþ; n < Nð Þ
Magnification: Utilizing the encoder to obtain the shape
characteristics and texture attributes of the previous frame
and the Xa;n

� �
N�1
n¼1 shape Mb;nþ1

� �
N�1
n¼1 features Ma;n

� �
N
n¼1,

then using the manipulator to obtain Mc;nþ1

� �
N�1
n¼1 multiplied

by a factor of α. Finally, using the decoder to fuse
Vb;nþ1

� �
N�1
n¼1 and Mc;nþ1

� �
N�1
n¼1 to obtain output.

End
Magnification Output: the output video Xa;n

� �
N�1
n¼1 scaled by a

factor of α.
For n ¼ 1; nþþ; n < Nð Þ
Tracking: Employing the Siamese network to obtain the refer-
ence frame Xa;n

� �
N�1
n¼1 and features and detection frame

Xb;nþ1

� �
N�1
n¼1 features, then using the region proposal network to

obtain n target. Finally, incremental learning is used to select
final object with the greatest similarity from n target.
End
Tracking Output: Tracking box of the target object.

Figure 2
Overall framework
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The image coordinate system is a coordinate system used to
describe the pixel positions in a digital image. In common two-
dimensional images, Cartesian coordinates are typically used to
represent the physical coordinates of the image, denoted by x; yð Þ.

The pixel coordinate system refers to the coordinate system
used to represent the pixel positions in an image. In two-
dimensional digital images, the pixel coordinate system usually
employs Cartesian coordinates, denoted by u; vð Þ.

The transformation between a point in space, denoted by
P xw; yw; zwð Þ, and the pixel point P u; vð Þ formed by the camera
can be accomplished through the camera coordinate system, global
coordinate system, and pixel coordinate system.

The formula for transforming the global coordinate system to
the camera coordinate system is as follows:

xc
yc
zc

2
4

3
5 ¼

r11 r12 r13
r21 r22 r23
r31 r32 r33

2
4

3
5 xw

yw
zw

2
4

3
5þ

t1
t2
t3

2
4

3
5 ¼ R T½ �

xw
yw
zw

2
4

3
5 (1)

where R defines the rotation matrix that illustrates the rotational rela-
tionship between the global coordinate system and the camera coor-
dinate system, and T represents the translation matrix describing the

Table 2
Algorithm framework

Algorithm: RAFT-Stereo

Input: Left eye image IL, right eye image IR
Feature Encoder: Composed of residual modules and
downsampling layers, IL and IR are passed into this network
structure to obtain feature maps IL and IR for IF and gR, respec-
tively.
Context Encoder: IL is input to the context encoder to generate a
context feature map for initializing the hidden state of the GRU
module.
Correlation Pyramid: Computing the dot product of FL and gR
to construct a 3D correlation volume denoted as Cijk.

Multi-Level Update Operator: During the iteration process, a
series of disparity maps are obtained from the initial disparity. At
each iteration, a new disparity estimate dgt is produced. The cor-

relation features are obtained by looking up Cijk based on the dis-

parity estimate and then input into 2 convolutional layers.
Similarly, dgt is also input into 2 convolutional layers. These,

along with context features, are fed into the GRU. The GRU
updates the hidden state and then estimates a new disparity based
on the hidden state.
Output: Disparity map of the input left and right images.

Figure 3
Overall framework

Figure 4
The relationships between coordinate systems
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translation relationship from the global coordinate system to the cam-
era coordinate system. Further optimization of the above formula
yields:

xc
yc
zc
1

2
664

3
775 ¼ R T

0 1

� � xw
yw
zw
1

2
664

3
775 (2)

Following the transformation of a spatial point from the global
coordinate system to the camera coordinate system, a further
conversion is required to the image coordinate system. The
projection relationship between the camera coordinate system and
the image coordinate system is depicted in Figure 5.

Combining Figure 5with the principle of camera imaging yields
the following formula:

x
xc

¼ y
yc

¼ f
zc

(3)

where f represents the distance from the lens to the focal point, which
is referred to as the focal length.

Further adjustments to the formula yield the following equation:

zc

x
y
1

2
4

3
5 ¼

f 0 0 0
0 f 0 0
0 0 1 0

2
4

3
5

xc
yc
zc
1

2
664

3
775 (4)

Following the transformation of the spatial point from the camera
coordinate system to the image coordinate system, a further
transformation is required from the image coordinate system to
the pixel coordinate system, as shown in Figure 6. Upon
completion of this additional transformation, the entire process
will result in the conversion of a spatial point into an image pixel.

Figure 6 shows if a point Op in the image coordinate system
maps to a point in the pixel coordinate system as u0; v0ð Þ, based
on the transformation relationship, the following equation can be
obtained:

u ¼ u0 þ x
dx

v ¼ v0 þ y
dy

�
(5)

Further manipulation of the equation yields the following
expression:

u
v
1

2
4

3
5 ¼

1
dx 0 u0
0 1

dy v0
0 0 1

2
4

3
5 x

y
1

2
4

3
5 (6)

where dx represents the pixel size in the x-direction, dy represents
the pixel size in the y-direction.

Combining the coordinate transformation formulas from the
aforementioned parts, we can obtain the following equation:

zc

u
v
1

2
4

3
5 ¼

1
dx 0 u0
0 1

dy v0
0 0 1

2
4

3
5 f 0 0 0

0 f 0 0
0 0 1 0

2
4

3
5

r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3
0 0 0 1

2
664

3
775

xw
yw
zw
1

2
664

3
775

(7)

Simplifying the above equation, we get:

zc

u
v
1

2
4

3
5 ¼

fx 0 u0 0
0 fy v0 0
0 0 1 0

2
4

3
5 R T

0 1

� � Xw

Yw

Zw

1

2
664

3
775 ¼ M1M2

xw
yw
zw
1

2
664

3
775

¼ P

xw
yw
zw
1

2
664

3
775 (8)

Figure 5
The projection relationship

Figure 6
Projection relationship from image coordinate system to pixel

coordinate system
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where fx ¼ f =dx, fx is the normalized focal lengths in the x-axis,
fy ¼ f =dy, fy is the normalized focal lengths in the y-axis.M1 repre-
sents the intrinsic matrix,M2 represents the extrinsic matrix, zc is the
scale factor, P is the projection matrix. By solving for the camera’s
intrinsic and extrinsic matrices, it is possible to calculate the trans-
formation from the spatial coordinates of the target point to the image
coordinates.

2.3.2. 3D global coordinate transformation
Assuming that a point in space is projected to pixel coordinates

as ul; vl; 1ð Þ in the left camera and ur; vr; 1ð Þ in the right camera, with
corresponding matrices Pl and Pr , based on the above information,
we can determine the point X in space. The transformation principle
from the global coordinate system to the pixel coordinate system
yields the following equation:

s
ul
vl
1

2
4

3
5 ¼ PlX ¼

Pl1X
Pl2X
Pl3X

2
4

3
5 (9)

where Pl1 is the first row of thematrix formed in the left camera, Pl2 is
the second row of the matrix formed in the left camera, and Pl3 is the
third row of the matrix formed in the left camera.

Multiplying by s yields:

sul ¼ Pl1X
svl ¼ Pl2X
s ¼ Pl3X

8<
: (10)

Further processing yields:

ulPl3X � Pl1X ¼ 0
vlPl

3X � Pl
2X ¼ 0

�
(11)

The above equation is derived from the left camera. Similarly,
the corresponding expression can be obtained for the right camera.
Combining these two expressions yields the following formula:

ulPl3X � Pl1X ¼ 0
vlPl

3X � Pl
2X ¼ 0

� ulPl
3X � Pl

1X ¼ ulPl
3 � Pl

1ð ÞX
vlPl3X � Pl2X ¼ vlPl3 � Pl2ð ÞX
urPr

3X � Pr
1X ¼ urPr

3 � Pr
1ð ÞX

vrPr3X � Pr2X ¼ vrPr3 � Pr2ð ÞX

8>><
>>:

(12)

By substituting the calibration parameters of the stereo camera,
we can obtain the three-dimensional spatial coordinates of this point
in space.

3. Experimental Results

3.1. Experimental setup

The left camera of the stereo camera is placed directly in front of
the cantilever beam, parallel to the cantilever beam, with the optical
center of the left camera serving as the origin. The cantilever beam is
excited to oscillate by means of a shaker, and the cameras register the

motion of markers on the cantilever beam. After processing using the
method described in this paper, the measurement results are
compared and validated against those obtained from a laser
displacement sensor.

The experimental setup mainly consists of a stereo camera, a
laser displacement sensor, and a shaker. The parameters of the
stereo camera and the laser displacement sensor are shown in
Tables 3 and 4.

3.2. Spatial 3D vibration experiment and analysis

Using the experimental platform in Figure 7, the excitation
frequency of the vibrator should be adjusted to 5 Hz. Set the
resolution of the stereo camera to 2560 × 720 for both eyes at 60
fps. Setting the sampling frequency of the laser displacement
sensor to 60 fps and input the actual values from the laser
displacement sensor. Adjust the vibration amplitude to 0.1 mm,
0.2 mm, and 0.4 mm and measure the spatial motion of the
cantilever beam using the visual measurement method described
in this paper. The measurement results are shown in Figure 8.

Due to the planar motion of the cantilever beam, displacement
primarily occurs in the X-axis direction, with very small

Table 3
Stereo camera

Parameter Data

Camera model D-405
Size of the photosensitive
component

3.75 um × 3.75 um

video format MJPEG
Resolution and frame rate Binocular 1280 × 480 90 fps

Binocular 2560 × 720 60 fps
Binocular 2560 × 960 30 fps

Exposure time Automatic exposure (37 ms–
1000 ms)

Image sensor AR0135
global shutter

Lens focal length 3.4 mm

Table 4
Laser displacement sensor

Parameter Data

Sensor model BL-030NM
Measurement range −5 mm∼+ 5 mm
Measuring center distance 30 mm
Repetition precision 10 um
Rectilinearity ±0.1%FS
Supply voltage 12 V∼24 V
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displacement in the Y-axis and no displacement in the Z-axis, thus
ensuring accurate measurement of the spatial three-dimensional
image of the cantilever beam.

To quantify the displacement measurement results, the root
mean square error and normalized error are used for
representation. Their main forms are

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

X
n
i¼1

xi � yið Þ2
r

(13)

NRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

P
n
i¼1 xi � yið Þ2

q
yminmax

(14)

where n indicates the quantity of points, xi represents the displace-
ment measurement acquired through the visual method at a particular
instant, yi is the displacement value of the laser displacement sensor
at a particular instant, ymax is the peak displacement value recorded
by the laser displacement sensor, ymin is the lowest displacement
value measured by the laser displacement sensor.

Analysis of Table 5 and Figures 9 to 11 leads to the following
conclusions:

Figure 7
Blade modal results. (a) Experimental schematic. (b)

Experimental diagram

Figure 8
Measurement results of 0.1 mm displacement. (a) 3D diagram of

0.1 mm amplitude in space. (b) 3D diagram of 0.2 mm
amplitude in space. (c) 3D diagram of 0.4 mm amplitude

in space

Table 5
Measurement errors of X-axis displacement at different

amplitudes

Amplitude/mm RMSE/mm NRMSE/%

0.1 0.0298 14.57
0.2 0.0153 11.21
0.4 0.0454 7.85
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1) Comparing the X-axis displacement measurement results of the
visual measurement method in this paper with those of the
laser displacement sensor, it is found that the former method
exhibits minimal errors and a high degree of correlation with
the latter. The maximum amplitude error for an oscillation
amplitude of 0.1 mm is 0.0153 mm, for 0.2 mm it is 0.0182
mm, and for 0.4 mm it is 0.0591 mm.

2) The visual measurement method in this paper still has some
errors, which are caused by two reasons. First, the target object
will deform after magnification, leading to changes in the
tracking box during the tracking process, resulting in
deviations in the tracking results. The second reason is that
there will be a certain amount of error in stereoscopic
matching and disparity map generation. Furthermore, the Y-

axis and Z-axis displacements are further extracted from
the spatial three-dimensional figure, as shown in Figures 12
to 14.

From Figures 12 to 14, it can be seen that due to the small
displacement in the Y-axis direction, the displacement curve is
chaotic. As the cantilever beam undergoes planar motion in space,
the Z-axis displacement is a constant value of 381.0566 mm. The
distance from the left optical center of the binocular camera to the
marker measured by a ruler is 381 mm, with an error of 0.0566
mm, which is relatively small.

The displacement measurement results in the X-axis direction
were transformed through Fourier analysis to obtain the spectrum
plot, as shown in Figure 15.

Figure 9
Measurement results of 0.1 mm displacement.

(a) X-axis displacement in the first second. (b) X-axis
displacement in the second. (c) Error in X-axis

displacement

Figure 10
Measurement results of 0.2 mm displacement.

(a) X-axis displacement in the first second. (b) X-axis
displacement in the second. (c) Error in X-axis

displacement
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Figure 11
Measurement results of 0.4 mm displacement. (a) X-axis

displacement in the first second. (b) X-axis displacement in the
second. (c) Error in X-axis displacement

Figure 12
0.1 mm Y-axis and Z-axis displacement diagram. (a) Y-axis

displacement. (b) Z-axis displacement

Figure 13
0.2 mm Y-axis and Z-axis displacement diagram. (a) Y-axis

displacement. (b) Z-axis displacement

Figure 14
0.4 mm Y-axis and Z-axis displacement diagram. (a) Y-axis

displacement. (b) Z-axis displacement
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Figure 15 shows that regardless of whether the vibration
amplitude is 0.1 mm, 0.2 mm, or 0.4 mm, the frequency measured
by the method is 5 Hz, and the frequency measured by the laser
displacement sensor is also 5 Hz, which matches the vibration
frequency set in the experiment. Therefore, the measurement
results are accurate.

Taking into account the spatial three-dimensional shape of the
cantilever beam, displacement measurements in the X-axis, Y-axis,
and Z-axis directions, as well as the spectrum plot in the X-axis
direction, it can be concluded that this method can achieve
accurate measurement of three-dimensional displacement.

4. Conclusion

This paper presents a method for measuring three-dimensional
micro-vibration based on visual amplification. In cases where target
tracking is feasible, the method utilizes a learning-based video
motion amplification algorithm and the DaSiamRPN algorithm to
convert captured vibration videos into pixel displacement
information. Actual displacement values are then obtained through
size conversion. In situations with extremely intense lighting,
image preprocessing is required before motion amplification.
Through spatial vibration displacement measurements of the
cantilever beam, as well as measurements of displacement along

the X-axis, Y-axis, and Z-axis, along with the spectrum plot in the
X-axis direction, the measurement accuracy of the method was
verified.

Funding Support

The authors gratefully acknowledge the support from Sichuan
Science and Technology Program (2023NSFSC0858).

Ethical Statement

This study does not contain any studies with human or animal
subjects performed by any of the authors.

Conflicts of Interest

The authors declare that they have no conflicts of interest to this
work.

Data Availability Statement

Data sharing is not applicable to this article as no new data were
created or analyzed in this study.

Author Contribution Statement

Liangjun Luo: Conceptualization, Software, Validation,
Investigation, Writing – original draft, Writing – review &
editing. Shuo Liu: Methodology, Validation, Formal analysis,
Investigation, Writing – original draft, Writing – review &
editing, Visualization, Project administration. Fei Li:
Conceptualization, Methodology, Formal analysis, Data curation,
Writing – review & editing. Wenhao Zou: Methodology,
Software, Formal analysis, Data curation, Writing – review &
editing, Visualization. Xi Wang: Conceptualization, Supervision,
Funding acquisition. Tao Wang: Resources. Guoqiang Fu:
Resources. Caijiang Lu: Resources.

References

[1] Florian, D., Philipp, G., Thorsten, P., & Jürgen, C. (2013).
Interferometric sensor system for blade vibration measure-
ments in turbomachine applications. IEEE Transactions on
Instrumentation and Measurement, 62(8), 2297–2302.

[2] Peng, C., Zhu, M., Wang, K., Ren, Y., & Deng, Z.
(2018). A two-stage synchronous vibration control for
magnetically suspended system in the full speed range.
IEEE Transactions on Industrial Electronics, 67(1),
480–489.

[3] Haq, R., Zafar, N., & Baluch, A. (2016). Effect of structural
damage on modal parameters of a stiffened composite panel
using reduced order modelling technique. In 2016 13th
International Bhurban Conference on Applied Sciences and
Technology, 62–68.

[4] Cakar, O., & Sanliturk, Y. (2005). Elimination of transducer
mass loading effects from frequency response functions.
Mechanical Systems and Signal Processing, 19(1), 87–104.

[5] Guo, L., Guo, W., Chen, D., Duan, B., & Shi, Z. (2025).
Structural vibration measurement based on improved phase-
based motion magnification and deep learning. Mechanical
Systems and Signal Processing, 224, 111945–111945.
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