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Abstract: The current research proposes a reliable and robust machine learning (ML) model which outperforms among six other models in
predicting loan fructification obtained by entrepreneurs in a semi-urban area. The proposed model predicts if an entrepreneur can make grow a
loan from a microfinance firm, a bank, a financial company, or an individual. The proposed model uses primary data collected from
entrepreneurs residing in Butembo, a semi-urban town located in eastern Democratic Republic of Congo as dataset. This study uses a
dataset that contains 5868 records. Seven ML model performances are compared in the loan fructification prediction: support vector
machine (SVM), random forest, extra trees, decision tree, naïve Bayes, k-nearest neighbors, and logistic regression. SVM reveals to be
the best model for predicting loan fructification using features such as age, years of working experience of the entrepreneur, entrepreneur
loan repayment conviction, used mean by the lender to recover its loan, entrepreneur opinion on the disadvantage of taking out a loan,
capacity of the entrepreneur to invest after obtaining loan, entrepreneur position on the possibility of launching a business without a
loan, entrepreneur willingness to apply again for loan in the future, and success project after obtaining loan. The study uses accuracy,
recall, precision, and F1-score as metrics to assess the developed models. The four metrics for SVM scored 95%, 95%, 83%, and 83%,
respectively. The proposed model confirms the robustness of SVM in predicting loan fructification.
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1. Introduction

The authentic foundations of entrepreneurship derive from the
economic sciences, whose functional approaches focus a priori on
the effects of entrepreneurship and the role of the entrepreneur in
the development of the economic system, aiming to understand
the personality traits, behavior, origins, motivation, and trajectory
of the entrepreneur from a social point of view [1].
Entrepreneurship is also the ability of starting up and developing
an activity that gives life to a project, of which the individual him/
herself is the initiator. However, since entrepreneurship is a
generic term, it exists in several forms [2], including the creation
of a business ex nihilo: the creation of a previously nonexistent
business; the creation of an existing business; entrepreneurship,
which refers to salaried employees of a self-employed person; the
takeover of a business, which is the taking over and development
of a business in normal operation or in difficulty; social
entrepreneurship, which refers to companies that offer solutions in
response to society’s problems; public entrepreneurship, which
refers to public companies that offer services to citizens; and
intrapreneurship, which is the creation of a new economic activity
within a company that creates an activity external to the company [3].

It is likely to be possible to identify routine factors in
entrepreneurship. These factors are, for example, the right age to
start a business, the financial resources needed to seize the
opportunity to launch a business, family and social background,
level of education, employment status and experience of the
entrepreneur, which can be measured by the type of job or
vocational training he or she has already had before setting up,
gender, and perhaps many other factors [4]. In the Democratic
Republic of Congo (DRC), despite the various wars and
noncompliant infrastructures, the link between the population’s
mobility and their commitment to entrepreneurship remains
strong, particularly for young people aged between 15 and 35
years; attracted by the diversity of opportunities provided by
resources across the country, many are turning to entrepreneurial
activities [5]. Entrepreneurship is therefore important in the DRC,
as innovation is a key element in the DRC’s economic growth,
and is carried out by an entrepreneur, who will then maintain and
nurture it, increasing each household’s ability to consume with its
own means [5].

The Central Bank of the DRC has shown that the DRC’s per
capita gross domestic product (GDP) rose from $79.3 in 2002 to
$91 in 2006, $100.5 in 2010, $408 in 2014, $466 in 2018, and
$703 in 2022, while the population is estimated at 95.89 million
over the same period. Poverty affects 6.4 out of 10 households.
For every 100 students graduating from Congolese universities,
fewer than 30 are employed. The unemployment rate in 2022 is
estimated at around 50%, implying a growing number of job
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seekers [6]. However, despite this presented situation, the provinces
of the DRC are endowed with more exploitable wealth resources,
which can constitute more productive business opportunities [5].

Entrepreneurship is important in the lives of job seekers
because, through entrepreneurship, a person is supposed to make
his/her dreams come true in what he/she chooses to do for his
working life. Responses to questions about feeling capable of
entrepreneurship, about the fear of failing in this activity, and
about no longer having opportunities to get started, are assimilated
to variables that explain the obstacles to entrepreneurship. Income
level can also be a motivational constraint to starting a business
[7]. By taking out loan, the entrepreneur is able to launch his or
her activities. The only real problem is not knowing where to get
the loan, but also having an idea of what his or her contribution
will be to the activities undertaken, given that it is not at all easy
to predict the productivity of any activity [8]. However, for the
lender, granting loan means taking on risks of non-repayment,
liquidity, interest rates, etc., on the part of the borrower. Risk
analysis when taking out loan is largely a banker’s job. For
companies, the assessment of these risks is based in particular on
the borrowing company’s vision, its cash flow situation, its
operating statement, its shareholders’ equity, and the outlook for
the general economic situation. It also depends on the type of
credit requested and the project to be financed. For individuals,
the assessment is based primarily on the borrower’s repayment
capacity [9].

As a result, some of the loan received by entrepreneurs does not
bear fruit. Many researchers in the existing literature have tried to
predict whether or not a person can be granted loan based on
certain criteria and characteristics of the person using machine
learning (ML) [10–12]. Unfortunately, the literature review
revealed that there is a lack of research based on the prediction of
loan fructification by entrepreneurs. That said, this research used
ML to predict the fructification of loan by entrepreneurs in a
semi-urban area. The target population of this study was
entrepreneurs in the city of Butembo, in particular, those who had
already received loan to launch their businesses. Using data from
those entrepreneurs, the authors were able to build predictive
models to predict whether or not a loan received by an
entrepreneur would bear fruit. Butembo is a city in the DRC’s
North Kivu Province and is known as one of the DRC’s
commercial cities. Therefore, by studying the entrepreneurial
reality in this semi-urban city, the authors felt that the results
could be generalized to other DRC cities similar to Butembo.

Themain objective of this study was to predict, by applyingML
algorithms, whether an entrepreneur residing in a semi-urban area
can fructify a loan received from microfinances, banks, financial
companies, and individuals. Specifically, this research aimed to:
(i) identify the features that predict the fructification of a loan in a
semi-urban area; (ii) develop different ML models using the
identified features, and (iii) validate the most accurate model. This
research on the fructification of loan received by entrepreneurs
was motivated by the fact that many entrepreneurs are ready to
apply for receiving loan but find it difficult to fructify the
obtained loan. The loan granted is often either not remitted in
time or not fructified. Several studies have been conducted to
predict either loan approval in banks, loan eligibility, or the
impact of loan features on bank loan prediction by suggesting
random forest (RF) as the best algorithm which outperforms the
other methods [12–14]. Using the literature review as a starting
point, the authors found that there was a lack of research in the
area of loan prediction focused on the prediction of loan
fructification. In this paper, the authors examined the effectiveness

of various ML classification techniques to predict the loan
fructification of an entrepreneur. Contrary to previous work on
loan prediction where RF was found to be the best algorithm to
predict loan fructification, the findings of this study suggest that
support vector machine (SVM) algorithm was more effective in
predicting loan fructification than RF. To sum up, this research
has contributed to the following three areas: (1) loan fructification
prediction, which has not previously been addressed in the context
of loan prediction; (2) an in-depth study of the factors that
influence the likelihood of loan fructification in semi-urban
entrepreneurs; and (3) a comparative analysis of seven ML
models designed for optimal selection based on four metrics of
evaluation. This study was thus relevant in that the proposed ML
model contribute to the identification, through prediction, of
entrepreneurs who can potentially grow the loan they can obtain
from microfinances, banks, financial companies, and individuals.
Managers of banks and entrepreneurs will benefit the most from
the current study.

Apart from the introduction, which ends in this paragraph, the
rest of the sections of this manuscript are as follows. Section 2
focuses on the literature review, both theoretical and empirical, in
order to understand different key concepts referring to this study
and to identify the demarcation between previous works similar to
this present research. Section 3 presents the methodology and all
the tools used to carry out this research. Section 4 briefly
illustrates how the analysis was carried out and presents the
results obtained in this research. This section concludes with a
brief discussion of the results. The final section summarizes the
main findings of the study and makes a few recommendations.

2. Literature Review

This second section of the paper is based on two main points.
First, the essential concepts constituting the object of this research,
namely credit, entrepreneurship, and some ML algorithms such as
decision tree (DT), RF, extra trees (ET), naïve Bayes (NB),
logistic regression (LR), SVM, k-nearest neighbors (KNN), and
prediction model are defined. Second, the work related to this
research is reviewed in order to place this study in a specific context.

2.1. Loan

A loan is an act of trust, esteem, and consideration that takes the
form of a credit in cash or in kind granted by a person, in return for a
promise to repay within a period of time generally agreed in advance.
Loan is therefore a financial operation carried out by a bank or other
credit institution, which consists in making resources available to a
customer, who in exchange undertakes to repay the sum by a specific
date, with interest if necessary [15]. As a means of economic
financing, it is used to fund operations on the financial markets,
which can be highly profitable thanks to the high leverage
provided by bank loans, but also very risky, destabilizing, and
whose social usefulness is not always well established. Loan can
also enable companies to finance their operating needs while
keeping cash at their disposal or to have access to goods produced
by others before having produced the equivalent themselves.
Conditions of access to loan vary according to the size of the
business and the personality of the entrepreneur [16].

2.2. Entrepreneur

For economists, an entrepreneur is a person who innovates; for
management specialists, an entrepreneur is someone who knows
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how to give him/herself common threads, visions around which he/
she organizes all his/her activities, someone who knows how to
manage and organize him/herself, and someone who shines in the
organization and use of the resources around him/her. In the
marketers’ point of view, an entrepreneur is someone who knows
how to identify business opportunities, knows how to do things
differently, and knows how to think customer. For those who
study business creation, a future entrepreneur is predicted by his
or her ability to set and achieve goals, his or her diversity and
depth of experience gained in the business sector in which he or
she works, and so on [17]. The entrepreneur is someone who
must continually learn from what’s going on in his environment
in order to see business opportunities in what he is doing and
adjust his business accordingly [18].

2.3. Predictive models

A predictive model is an instance of an ML algorithm that
narrows the reality. It is most commonly used to foresee strategic
facts and capabilities for companies and society, predicting the
evolution of the future in some situation of a certain domain [19].
Predictive models are considered in terms of two factors: system
knowledge, which translates a certain reality based on
observations of masses of data or by defining a theoretical model
of certain actions, and system evolution, which enables
predictions to be made based on knowledge. Predictive models
are used to predict events, hence the classification model, and to
predict quantities, hence the regression model. While the
classification model gives the probability of an event by
answering the question “will such and such an event occur?”, the
regression model answers the questions “what quantity will be
observed?” based on the observation of data, and “how will the
quantity evolve over time?” based on the evolution of data.
Predictive models are built using ML algorithms, some of which
have been applied in this research [20].

SVM, also known as wide-margin separators, is a powerful ML
algorithm based on the linear algorithm, which can learn more than
linear models. It is used to predict binary qualitative variables as well
as quantitative ones [21]. The aim of SVM is to classify data
according to observations and then generalize the different results
before building a model. SVM is one of the most widely used
algorithms in the field of prediction [19]. SVM is a classification
agent that searches the problem-solving space properly and faster
[22]. Some SVM hybrid models have been proposed recently such
as SVM imperialist competition algorithm (SVM-ICA) and SVM
genetic algorithm (SVM-GA) which predict more accurately sell
signals in tracking stock price [23]. Loan fructification is
challenging to predict and classify. However, SVM has shown to
be the most effective classification method due to its unique
nature and ability to overcome restrictions. SVM discovers global
optimal solutions faster than other algorithms, including neural
networks, and it frequently delivers accurate optimal solutions
[24]. The authors’ decision to use SVM to predict loan
fructification was consistent with the advantages indicated above
in terms of prediction optimization.

LR is an estimate of the probability of an event occurring. It is
often used for classification and predictive analysis problems. It
requires a larger representative sample, to have sufficient
statistical power to detect a significant effect [25]. LR can be used
in fraud detection, disease prediction, and bank failure
prediction [26].

KNN belongs to the family of ML algorithms but does not
require a learning phase to solve a problem. It is used for both

classification and regression problems [27]. It enables companies
to use their appropriate data to train algorithms in order to better
circumvent their consumption requirements. The KNN algorithm
determines the KNN in a mass of objects and then classifies a
new object into one or other category, by determining its few
characteristics, which are compared with those of any number of
object categories, and then assigning the object in question to one
of these categories [28]. Recently, KNN has been used to predict
breast cancer and its performance in such prediction revealed to
be accurate at 100%. In a balanced dataset, KNN defeated SVM,
RF, LR, and neural networks [29]. The DT is an algorithmic
model used in ML. This model is called a tree, because it is made
up of nodes each forming an attribute and each having a certain
number of variables [30]. The DT is not the only ML model, but
also it is preferred for its ability to analyze a variety of data from
different fields of study. Indeed, the main purpose of the DT
when developing an ML model is to make a prediction of the
value of any target based on the understanding of the
indispensable measures of the ends taken from the training data or
previously presented data, taken as a reference [31].

The RF is a set-type algorithm used to build individual trees on
different samples and using different variables. This algorithm is
used to contribute to the resolution of classification and regression
problems. It deals with masses of real data in several fields of
application such as ecology, biology, economics, population
forecasting, and many others [32]. The NB algorithm is one of the
algorithms in ML, used naturally in model supervision and for
text classification problems. It is characterized by its speed in
classification, and by the fact that it handles a small mass of data
equally well and easily, on the other hand, NB holds in
assumption the independence of variables [33]. NB, also known
as a basic method, provides excellent text classification
performance and accuracy. NB has recently demonstrated its
ability to analyze the sentiments of Indonesians regarding the
COVID-19 pandemic [34]. ET is an ensemble method that is built
on trees. This algorithm is an extension of the RF algorithm. ET
produces an ensemble of a DT that has not been pruned using a
traditional top-down process. This current technique goes beyond
the RF’s usefulness. Each basic estimator is built using a random
subset of features [35]. Previous research on stock prediction has
primarily concentrated on regression-based models. Despite its
ability to manage large amounts of data and avoid overfitting,
classification models have received little attention. ET algorithm
has recently overcome the drawbacks of RF, owing to faster
learning and noise resilience. As a result, ET is now one of the
best algorithms for handling complex financial data. An ET
classification model has been shown to outperform benchmark
methods like RFs and standard regression models in predicting
short-term stock market returns [36].

2.4. Related works

Viswanatha et al. [13] stated that banks face significant
challenges on a daily basis when it comes to assessing loan
requests and mitigating the risks associated with potential
borrower noncompliance. Since banks have to assess each
borrower’s eligibility for a loan, this painstaking evaluation
process is proving difficult. Thus, they proposed to combine ML
models and ensemble learning approaches to determine the
probability of accepting individual loan applications. According to
Viswanatha et al. [13], the use of ML can increase the accuracy
with which qualified candidates are selected from a pool of
applicants. The model they have proposed could solve the
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problems associated with loan approval processes. Four algorithms
were used, namely RF, NB, DT, and KNN. Their results revealed
that NB gave a better accuracy of 83.73% [13].

Kumari et al. [14] said that banking is a crucial part of any
economy. Banks serve as mediators between savers and
borrowers, offering financial services to individuals,
corporations, and governments. One of the most significant
services offered by banks is lending. Loans enable firms to
develop, hire more workers, and contribute to economic growth.
Banks contribute significantly to risk management by extending
credit. This reduces the risk of default by making loans available
to borrowers who are more likely to repay them. Loan
applications are examined based on the applicant’s circumstances
and the lending regulations established by the institutions.
However, there is no guarantee that the candidate chosen from
among all candidates would be the best. To reduce human
mistake, ML can help automate loan eligibility prediction by
analyzing vast volumes of data and recognizing patterns and
trends. One of the primary benefits of ML is its ability to learn
from past data and apply that knowledge to predict future
outcomes [14]. To forecast loan eligibility, they created seven
models: KNN, DT, SVM, RF, NB, linear regression, and LR.
They used a dataset of 614 records that included loan id,
property area, applicant gender, dependents in the family, marital
status, loan amount and term, qualification, applicant income,
employment status, co-applicant income, creditworthiness, and
loan status. Their results indicated that RF was the best model,
with an accuracy of 90.71% [14].

Dansana et al. [12] estimate that banking is a regulated
industry in most nations because of the critical role it plays in a
country’s economic stability. Most banks’ principal business is
lending, and loan interest income accounts for a sizable amount
of their assets. However, the loan approval process is currently
done manually, which takes time and is prone to errors. Defaults
can cause huge losses for banks and possibly bank failures,
affecting the economy. To that purpose, these authors
investigated the application of ML in the lending process,
namely the RF, to reliably identify eligible loan applicants while
lowering credit risk. The classification model can predict
whether or not a loan will be approved, giving the bank a quick
and easy way to identify deserving candidates who provide
certain benefits such as higher customer satisfaction and lower
operating costs. A dataset containing 25 variables was used [12].

From the above-mentioned related work, the authors came up
with the comparison illustrated in Table 1.

Ultimately, from Table 1 summary, it can be seen that the
current study differs from previous works in terms of the
research environment in which the study was carried out, which
is the town of Butembo. Moreover, the method used for data
collection and the target population of this study make the
current research unique. In addition, past research has focused
more on predicting loan approval or loan eligibility, whereas this
study focuses on predicting the fructification of loan received by
entrepreneurs. The validated model was guided by four different
metrics results.

3. Methodology

To develop a suitable predictive model that predict the
fructification of loans, the authors compared different ML
algorithms. Seven models were developed: RF, DT, LR, NB,
KNN, ET, and SVM. The ML models developed used
contextual variables derived from primary data collected from

T
ab

le
1

H
ig
h
lig

h
t
an

d
su
m
m
ar
y
of

th
e
re
la
te
d
w
or
k
s
ou

tc
om

es

S/
N

R
es
ea
rc
h

U
se
d
m
od
el
s

B
es
t
m
od
el

A
cc
ur
ac
y
of

th
e
be
st
m
od
el

Pa
st
re
se
ar
ch

w
ea
kn
es
s

C
on
cl
us
io
n

1
V
is
w
an
at
ha

et
al
.[
13

]
R
F,

N
B
,D

T
,a
nd

K
N
N

N
B

83
.7
3%

U
se

of
on
ly

on
e
ev
al
ua
tio

n
m
et
ri
c
an
d

lo
w

ac
cu
ra
cy

va
lu
e

N
B
is
th
e
be
st
m
od
el

in
lo
an

ap
pr
ov
al

pr
ed
ic
tio

n
2

K
um

ar
i
et

al
.[
14

]
K
N
N
,D

T
,S

V
M
,R

F,
N
B
,

lin
ea
r
re
gr
es
si
on
,a
nd

L
R

R
F

90
.7
1%

U
se

of
a
sm

al
l
da
ta
se
t
(6
14

re
co
rd
s)

to
co
nd
uc
t
an

M
L
pr
oj
ec
t
an
d
us
e

of
se
co
nd
ar
y
da
ta

w
hi
ch

so
m
et
im

es
ar
e
no
t
su
ita
bl
e
fo
r
re
al
-w

or
ld

pr
ob
le
m
s
an
d
no
t
re
lia
bl
e
[ 3
7]

R
F
is
th
e
ou
tp
er
fo
rm

ed
m
od
el

in
lo
an

el
ig
ib
ili
ty

pr
ed
ic
tio

n

3
D
an
sa
na

et
al
.[
12

]
R
F

R
F

N
ot

re
po
rt
ed

L
ac
k
of

m
od
el

pe
rf
or
m
an
ce

re
po
rt

an
d
us
e
of

un
iq
ue

M
L
m
od
el

R
F
re
ve
al
ed

to
be

th
e
be
st
m
od
el

in
an
al
yz
in
g
th
e
im

pa
ct

of
lo
an

fe
at
ur
es

on
ba
nk

lo
an

pr
ed
ic
tio

n
4

C
ur
re
nt

re
se
ar
ch

R
F,

N
B
,D

T
,E

T
,L

R
,K

N
N
,a
nd

SV
M

SV
M

95
%

SV
M

is
th
e
be
st
m
od
el

to
pr
ed
ic
t

lo
an

fr
uc
tif
ic
at
io
n
in

se
m
i-
ur
ba
n

ar
ea

Archives of Advanced Engineering Science Vol. 3 Iss. 2 2025

127



entrepreneurs in one of the DRC’s semi-urban areas. A questionnaire
was designed and administered via Google Forms to collect this data.
A total of 5868 records were collected. An exploratory data analysis
was carried out to verify the relationships between the various study
variables. Exploratory data analysis is an evolution of inquiry
involving the use of statistical summaries and graphical tools to
instill knowledge of the data and an understanding of what the
result might be. Its aims are data exploration, research, and
learning [38]. The exploratory data analysis phase was followed
by the division of the dataset into two parts: training and test sets.
The test set was the 20% of our data, and the training set was
80%. This was followed by the construction of the ML models,
whose performance was verified using accuracy, recall, precision,
and F1-score.

Accuracy provides information on the number of correctly
predicted positives, correctly predicted negatives, incorrectly
predicted positives, and incorrectly predicted negatives. While
recall provides information on the number of positives well
predicted and negatives incorrectly predicted by the designed
model. Accuracy, somewhat similar to recall, measures the
number of well-predicted positives and mispredicted positives.
F1-score is the combination of recall and accuracy. It assesses the
performance of the prediction model [39]. The four used metrics
to evaluate the developed models are mathematically expressed by
the formulas (1), (2), (3), and (4) as follows:

Accuracy ¼ TN þ TP
TN þ TP þ FN þ FP

(1)

Precision ¼ TP
TP þ FP

(2)

Recall ¼ TP
TP þ FN

(3)

F � Score ¼ 2 � Recall � Precision
Recall þ Precision

(4)

The four metrics share the concepts of true positives (TPs), false
positives (FPs), true negatives (TNs), and false negatives (FNs).
TPs correspond to positive data correctly classified by the model.
FPs are negative data that the model incorrectly classifies as
positive. TNs indicate that the model correctly identifies negative
data in the sample. FNs are positive data that the model has
incorrectly classified as negative [40]. To comprehend TP, TN,
FP, and FN, consider a collection of real values named y from a data-
set called D. These are the actual values or the observed data in D’s
dataset. In binary classification, these actual values are typically rep-
resented as 0 or 1. For example, in a loan scenario, “1”may represent
the fructification of the obtained loan (positive case) and “0” the
loan’s no fructification (negative case). By developing a classifica-
tion model based on D data, a set of results called predicted values is
obtained, which can be called ŷ. Actual values are the true observed
values, whereas predicted values are the model’s expected
results. Unlike actual values (y), predicted values (ŷ) in a binary
classification are probabilities ranging from 0 to 1. These probabil-
ities represent the possibility of a specific outcome. A predicted value
of 0.8, for example, in a loan model, indicates that the entrepreneur
can fructify the loan 80% of the time. On this approach, the TP inML
is the sum of all y ¼ 1 and ŷ ¼ 1. The TN is the sum of all y ¼ 0 and
ŷ ¼ 0. FP is the sum of all y ¼ 0 and all ŷ ¼ 1. FN is the sum of all
y ¼ 1 and ŷ ¼ 0 [41].

The proposed methodology for developing the predictive
models followed the above-mentioned complementary procedures.
These procedures are shown graphically in Figure 1.

To achieve the first objective of this research, features were
selected using the feature selection technique. The authors used
Python’s SelectKBest function for this purpose. SelectKBest is a
sklearn function that determines the relevant variables that best
predict a supervised problem using the supervised feature

Figure 1
Flowchart of the used methodology of the study
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selection approach. SelectKBest evaluates feature relevance using
different scoring systems and eliminates all but the k best
characteristics [42].

3.1. Sampling and sampling procedure

To collect data related to loan fructification, it was necessary to
determine the target population. The considered population was
constituted by entrepreneurs residing in the city of Butembo,
particularly those who have already received any loan to launch
their businesses. Sampling is a technique with a dual meaning: on
the one hand, in the strict sense, it designates the exclusive result
of an approach aimed at sampling a part of a well-defined whole;
on the other hand, in the broad sense, it designates the result of
any action aimed at constituting the empirical corpus of any
research [43]. Sampling is a method of selecting a sample
according to the chosen method. Since the population was not
well defined, the authors selected the sample randomly. Simple
random sampling is nothing more than one of the methods of
probability sampling, which allows each sample element in a
population to have an equal chance of being selected from a
sample [44]. Hence, the authors resorted to statistical formulas to
get an idea of the actual number of sample. Using a hypothesis
validation threshold of 95% and a risk of error of 5%, the Z table
proposes a confidence level of 1.96. Indeed, when the degree of
proportion is not defined, it is advisable to default to 0.5 and q is
estimated at 1-p. The following formula (5) was applied:

n0 ¼
Z2 � P � q

e2
(5)

where no is the sample, Z2 is the confidence level squared, p is the
degree of proportion, and e2 is the error squared. Applying the above
formula, the sample for this research was calculated as follows:

n0 ¼
1:96ð Þ2 0:5ð Þ 1� 0:5ð Þ

5
100

� �
2

n0 ¼
3;8416�0;5�0;5

0;0025

n0 ¼
0;9604
0;0025

n0 ¼ 384;16 ffi 384

Even though the sample value for this research was estimated at 384
respondents, the authors managed to reach 5868 respondents during
the data collection phase, and it was with all the responses received
that the analyses and processing were carried out, given that some
ML algorithms are sensitive to the number of data.

3.2. Research instrument

Quantitative research was used in this study to obtain the
primary data. Quantitative research is used to collect pure,
concrete data by measuring the opinions or behaviors of a
population and describing their characteristics for each type of
behavior in order to draw general conclusions about the study. It
relates to a purely positive representation of statistical facts, while
aiming to test hypotheses and illustrate theories by highlighting
correlations between variables, measuring inequalities of
distributions between them [45]. The data for this study were

collected from entrepreneurs in the city of Butembo, via a survey
questionnaire developed using Google Forms. Google Forms is an
office tool that enabled the authors to create the form and save the
data collected via the link it generates to access the form [6]. The
link was sent via social networks such as WhatsApp, Facebook,
and WeChat to obtain the data.

Hence, a questionnaire was drawn up, targeting entrepreneurs.
The questionnaire consisted of 28 closed questions, with 8 dyadic
questions, one likert-3 question, 8 likert-4 questions, 8 likert-5
questions, and 3 likert-6 questions. Table 2 shows the 28 variables
as encoded and their descriptions.

3.3. Validity and reliability of the instrument

Once the survey questionnaire had been drawn up, it was
submitted to a number of financial academics and data science
experts for its evaluation, before being submitted to respondents
to test its validity. The validity test was carried out in consultation
with these experts. The instrument’s reliability was tested using
Cronbach’s alpha coefficient, a statistical practice used to estimate
or measure the reliability or internal consistency of answers given
to questions in a test or questionnaire on a given subject [46].
Alpha test was computed, using the following formula (6):

α ¼ k � ṙ̄

1þ k� 1ð Þ � ṙ̄ (6)

where α stands for Cronbach’s alpha coefficient, k the number of
items in the submitted questionnaire, and ṝ the average correlation
between items [47]. The Python code below was therefore
adopted from the research of Mpia et al. [6] to compute the alpha
coefficient using Python. Figure 2 illustrates the Python sample
code used by the authors to compute Cronbach’s alpha test.

Alpha’s result showed that the research tool was reliable, with a
score of 0.61.

4. Results and Discussion

4.1. Research results

Having completed the data analysis and processing stage, it
proved essential to present the results obtained in this research.
These results are presented according to the objectives of this study.

4.1.1. Results to achieve the research objective one
The first objective aimed to identify the variables that best

predict the fructification of a loan. The authors used the
SelectKBest function to compute feature selection. Of the 28
research variables, 9 were selected. The code illustrated in
Figure 3 shows how the SelectKBest function was instantiated in
this research.

Based on the results illustrated in Figure 3, it was observed that
the variables age, anciennete entreprise, jugement remboursement,
recouvrement, desavantage credit, reponse motifdemande credit,
succes projet, nonrecours credit, and volonteprise credit ulterieur
(whose descriptions are illustrated in Table 2) were retained as the
contextual variables that best predict the fructification of a loan by
entrepreneurs in semi-urban areas.

4.1.2. Results to achieve the research objective two
The second objective aimed to build sevenMLmodels using the

selected best research variables as features. These models were
developed using algorithms presented in the research design stage.
Table 3 shows the performances of the obtained results.
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Based on the above results, the RF model scored 84% for
accuracy, 84% for recall, 82% for precision, and 82% for
F1-score. The DT scored 81% for accuracy, 81% for recall, 81%
for precision, and 81% for F1-score. The KNN scored 85% for

Table 2
Description of the variables used

SN Variable Description

1 Commune Entrepreneur’s district
2 Genre The gender of the entrepreneur
3 Age The age of the entrepreneur
4 Etude The education level
5 Etatcivil Marital status
6 Profession The profession of the entrepreneur
7 Ancienneteentreprise Years of working experience
8 Sourcefinancement Financial source
9 Originecredit Company’s main source of financing
10 Motifprisecredit Motif of getting the loan
11 Difficultepourprisecredit Difficulties that led to obtaining loan
12 Montantcredit The amount of the loan granted
13 Frequencecredit Number of loan already obtained to start a business
14 Affectationcredit The purpose the loan was used
15 Delairemboursement Repayment term of loan
16 Capaciteremboursement Have you been able to repay the loan after the scheduled repayment period?
17 Moderemboursement Interest-free or interest-bearing payment
18 Jugementremboursement Do you think it is normal for a loan to be repaid with interest?
19 Jugementmoderemboursement Can repaying loan with interest directly influence the income

of the amount earned after using the loan?
20 Recouvrement The means used by the lender to recover its loan
21 Desavantagecredit The disadvantage of taking out a loan
22 Defisdemandecredit Challenges faced when applying for a loan
23 Constatapresusagecredit Point of view after using the loan
24 Reponsemotifdemandecredit After accessing loan, were you able to invest?
25 Succesprojet Has the use of loan led your project to success?
26 Volonteprisecreditulterieur Are you willing to apply for loan in the future?
27 Nonrecourscredit Do you think that you can launch a business without a loan?
28 Fructificationcredit Did you fructify the loan you received earlier?

Figure 2
Cronbach’s alpha test for verifying internal consistency of the

questionnaire

Figure 3
Best selected features

Table 3
Summary of the evaluation metrics

Model Accuracy Recall Precision F1-score

Random forest 84 0.84 0.82 0.82
Decision tree 81 0.81 0.81 0.81
K-nearest neighbors 85 0.83 0.78 0.79
Logistic regression 84 0.84 0.84 0.81
Naïve Bayes 84 0.84 0.82 0.82
Extra trees 84 0.84 0.81 0.82
Support vector machine 95 0.95 0.93 0.93
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accuracy, 83% for recall, 78% for precision, and 79% for F1-score.
Accuracy for LR reached 84%, with recall at 84%, precision at 84%,
and F1-score at 81%. NB recorded an accuracy of 84%, a recall of
84%, 82% with precision, and 82% with F1-score. The accuracy
value for ET was 84%, 84% with recall, 81% with precision, and
82% with F1-score. While the SVM scored 95% with accuracy,
95% with recall, 93% with precision, and 93% with F1-score.

4.1.3. Results to achieve the research objective three
The third research objective was to validate the best-performing

model. Figure 4 shows that the SVM model outperformed the six
other models in terms of accuracy, F1-score, recall, and precision.
DT was the least accurate model, with an 81% accuracy. Given
that the F1-score is a metric that determines the number of
correctly classified class 1 objects expressed as a proportion of the
number of incorrectly classified class 0 objects [6], the authors
observed that the SVM model can make relevant predictions
about the loan fructification in the real world, as its F1-score
value reached 0.93.

Based on the previously presented results, the model that best
predicts the fructification of financial credits in a semi-urban area is
the SVM model, with 95% for the accuracy metric, 95% for the
recall, 93% for the precision, and 93% for the F1-score.

4.2. Discussion

Based on the past research discussed in the related works
section, the authors made a comparison between the results found
in the existing literature and those of this study. On this point,
most researchers in past research have focused on the prediction
of loan approval and eligibility and have used secondary data.

They have also predicted the risks of granting credit to
individuals. In contrast to these studies, the current study focused
on predicting the fructification of loan using ML. Thus,
Viswanatha et al. [13] dealt with the prediction of loan approval
in banks. They used four ML algorithms, and their results
revealed that NB outperformed in terms of accuracy reaching
83.73%. While, the current research NB model achieved an
accuracy score of 84%. The study by Kumari et al. [14] focused
on predicting the loan eligibility. They developed KNN, DT,
SVM, LR, NB, linear regression, and RF models using a dataset
of 614 records which yielded, respectively, accuracies of 54.09%,
78.62%, 82.23%, 74.83%, 85.96%, 51.21%, and 90.17%. They
validated the RF model. Whereas the RF in this current study,
using a dataset of 5856 records, scored an accuracy of 84% and
the DT reached 81%, LR and NB scored 84% each, KNN
achieved 85%, and SVM outperformed at 95% in terms of
accuracy. Dansana et al. [12] proposed a model that analyzes the
impact of loan features on bank loan prediction. They developed a
RF model. Unfortunately, the authors did not report the accuracy
of their model.

The performance of the models developed in this study
compared with those of models from past research revealed to be
better, demonstrating that the SVM model proposed for the
prediction of loan fructification is efficient and more accurate.

5. Conclusions and Future Scopes

This research proposed SVM as the best-performing MLmodel
for the prediction of loan fructification obtained by a resident
contractor in a semi-urban area. This conclusion was possible
after a thorough comparison analysis of seven ML algorithms:

Figure 4
Model performances chart
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RF, KNN, LR, DT, ET, NB, and SVM. To ensure a fair and reliable
comparison, the authors used the same dataset containing 5868
records collected in Butembo, a town in eastern DRC. After
conducting the feature selection technique using the Python
function SelectKBest, a set of nine relevant factors was extracted
which served as features to develop the compared models. The
nine selected factors were (1) age of the entrepreneur, (2) years of
working experience of the entrepreneur, (3) entrepreneur loan
repayment conviction, (4) used mean by the lender to recover its
loan, (5) entrepreneur opinion on the disadvantage of taking out a
loan, (6) capacity of the entrepreneur to invest after obtaining loan,
(7) entrepreneur position on the possibility of launching a business
without a loan, (8) entrepreneur willingness to apply again for loan
in the future, and (9) success project after obtaining loan. SVM
was validated as the best model by applying four different metrics:
accuracy, recall, precision, and F1-score. The results showed that,
in terms of accuracy, DT achieved a score of 81%, RF, LR, NB
and ET achieved 84%, KNN achieved 85%, and SVM 95%. Recall
results for RF, DT, KNN, LR, NB, ET, and SVM were 0.84, 0.81,
0.83, 0.84, 0.84, 0.84, and 0.95, respectively. In terms of precision,
RF scored a value of 0.82, DT 0.81, KNN 0.78, LR 0.84, NB 0.82,
ET 0.81, and SVM 0.93. From an F1-score point of view, the
results for RF, DT, KNN, LR, NB, ET, and SVM were 0.82, 0.81,
0.79, 0.81, 0.82, 0.82, and 0.93, respectively.

The study has three main contribution. First, the authors have
conducted a research on loan fructification prediction, while past
research on loan prediction has not considered the aspect of
fructification of loan. Second, the study has proposed a set of
factors which predict loan fructification in a semi-urban area.
Therefore, the collected dataset can serve as materials to support
data analysts and ML engineers to address several issues related to
loan prediction in a semi-urban area. Finally, SVM was proposed
as the outperformed model in loan fructification prediction. Indeed,
SVM and many of its recent versions proposed by Mahmoodi et al.
[48] have been widely used in economics patterns and stock price
prediction. This study has certain limitations. The factors used in
the research as features to develop the proposed model were not
obtained through exploratory factor analysis, but through feature
selection technique. As a result, the reliability of these factors
remains to be tested through various data analysis techniques.
Moreover, the generalizability of the proposed model is still
questionable as the used data for testing and evaluating the
validated model were still from the same semi-urban zone. With
this in mind, the authors recommend in future the application of
exploratory factor analysis to reliably capture variables and
integrate them as predictors. In addition, the validated model could
be deployed in a mobile application for its usability.
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