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Abstract:Due to the abrupt rise in the number of vehicles on the road, there is an increasing risk of traffic accidents, which can result in fatalities and
damage to economic resources. This is due to the rapid growth in the human population and the development ofmotorization. The biggest issuewith
anticipating and analyzing data on road accidents is the small quantity of the dataset that may be used for study in this area. Road accidents have a
low geographical and temporal density, despite the fact that they cause millions of deaths and injuries annually. The purpose of this article is to
suggest a strategy for improving methodologies for determining how frequently traffic accidents occur in Poland. Techniques for multi-criteria
optimization were used in this. We can infer from the findings that the suggested method can be utilized to determine the best methods for
forecasting the frequency of traffic accidents. The method can successfully be used to forecast other events not only logistics or transportation.
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1. Introduction

Road accidents are a major socioeconomic problem for any
country. Road accidents can be brought on by a number of factors,
such as poor weather, drunk driving, and excessive speeds.
According to the World Health Organization (WHO) [1], more than
1.25 million people die in traffic accidents every year with the
acknowledgment that the projected figure for 2020 was 1.35 million
if no preventive measures were taken. Furthermore, millions more
suffer catastrophic injuries and long-term negative health impacts.
Traffic accidents also result in financial losses. The coronavirus
disease 2019 pandemic, which has been on the rise recently, is
mostly to blame for the steady drop in the frequency of road accidents.

But towhat youmight believe, there are a lotmore accidents on the
highways (Figure 1), with an average of 62 collisions daily, 6 fatalities,
and 72 injuries. The aforementioned occurrences have an adverse
impact on the environment (e.g., through fuel and operating fluid
leaks), increase medical costs, and necessitate repairs to vehicles and
road infrastructure. As a result, numerous measures are being taken
to avoid and reduce traffic accidents. Two examples of such
measures are the analysis of the variables influencing the number of
accidents [2–3] and the analysis of methods to estimate the number
of accidents based on the variables influencing the number of accidents.

Road accidents are incidents that cause property damage as well
as harm or fatality to other drivers. According to the WHO [1], 1.3
million people die in automobile accidents every year. Most
countries on the planet lose money due to traffic accidents—about
3% of their gross domestic product. Traffic accidents are the
leading cause of death for children and young adults between the
ages of 5 and 29 years, according to the WHO [1]. The UN

General Assembly hopes to see a 50% decrease in traffic-related
deaths and injuries by 2030.

2. Literature Review

The scope of a traffic collision is a consideration in determining
its seriousness. It is essential for relevant authorities to foresee the
severity of an accident in order to prevent accidents, fatalities, and
property losses and reduce injuries [4, 5]. It is crucial to determine
the fundamental factors that affect accident severity before creating
countermeasures to prevent and minimize it [6]. Yang et al. present
a multi-node Deep Neutral Network Framework for forecasting
different levels of damage, fatalities, and property loss. This

Figure 1
Accidents that occurred on Polish roads between 1990 and 2023 [3]
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enables precise and in-depth analysis of the severity of road
accidents [7].

Accident data are gathered from a variety of sources. They are
regularly gathered and assessed by government representatives by
means of relevant government organizations. Data are gathered
via hospital records, insurance databases, and police reports. The
transportation sector is thereafter processing incomplete data on
traffic accidents on a larger scale [8].

Intelligent transportation systems are currently the most
important information source for the analysis and prediction of
traffic incidents. This information can be processed using GPS
units that are installed in vehicles [9]. Roadside microwave
vehicle detection systems, according to Khaliq et al. [10], have
the ability to continuously capture data on vehicles, such as speed,
volume of traffic, and vehicle type. A vehicle license plate
recognition system can also collect a lot of traffic data over a
predefined period of time [11]. Due to the inexperience of the
reporters, social media may not be as accurate as other sources of
information when it comes to traffic and accidents [12].

To ensure the accuracy of accident data, it is essential to work
with a variety of data sources that must be carefully handled.
Combining several data sources and diverse traffic accident data
can increase the accuracy of study outcomes [13].

A statistical analysis was done by Vilaça et al. [14] to ascertain
the severity of accidents and the relationships between drivers and
other road users. The study’s conclusion suggests enacting new
transportation safety rules and raising the threshold for driving safety.

Bąk et al. [15] conducted a statistical investigation of road
safety in a specific Polish region in order to pinpoint the causes of
accidents. The study used multivariate statistical analysis to look
at the safety of those who cause accidents.

The source of accident data utilized for analysis depends on the
type of traffic problem being addressed. When statistical models are
integrated with extra driving data obtained naturally or via intelligent
transportation systems, both the accuracy of accident forecasts and
the number of accidents are increased [16].

There are numerous methods for predicting the number of
accidents in the literature. The most widely used methods for
forecasting the number of accidents are time series methods [17,
18], but they have the disadvantage of frequently autocorrelating
the residual component and the inability to assess the forecast’s
accuracy based on previous predictions [19]. Procházka et al.’s
[20] multiple seasonality model and Sunny et al.’s [21] Holt-
Winters exponential smoothing method were both used for
forecasting. Exogenous variables cannot be included in the model,
which is one of its disadvantages [22, 23].

For evaluating the number of fatalities [24], a vector autoregression
model has also been employed to forecast the frequency of traffic
accidents, in addition to the curve-fitting regression models of Al-
Madahi [25] and Monederoa et al. [24]. The drawback of this model
is that it necessitates a substantial amount of observations of
variables in order to precisely estimate their parameters [26]. These,
in turn, only require simple linear relationships [27] and an order of
autoregression (assumed the series is stationary already) [28].

Biswas et al. [29] used Random Forest regression to predict the
frequency of traffic accidents. Smaller groups are preferable in this
situation over larger ones [30], and the method and spike prediction
are unstable [31]. Additionally, the data include collections of linked
attributes that are just as significant as the original data. Chudy-
Laskowska and Pisula [32] used an autoregressive quadratic trend
model, a univariate periodic trend model, and an exponential
equalization model for the presented forecasting task. A moving
average model can also be used to anticipate the number of

accidents; however, this approach suffers from poor prediction
accuracy, data loss over time, disregard for trends, and seasonal
effects.

Procházka et al. [20] used the GARMA technique, which limits
the parameter space, to guarantee that the process remains stationary.
For forecasting, stationary processes are often represented by the
ARMA model, whereas non-stationary processes are typically
represented by the ARIMA or SARIMA model [20, 21, 33, 34].
Although the models under consideration are highly versatile, this
flexibility also has a disadvantage in that it requires more experience
on the part of researchers to discover successful models than, for
example, in regression analysis [35]. Another flaw in the ARIMA
model is its linearity [22].

Chudy-Laskowska and Pisula [32] used an analysis of variance
in their 2015 study to predict the incidence of traffic collisions. This
method involves additional assumptions, particularly the assumption
of sphericity, which might lead to inaccurate conclusions [8].

The use of artificial neural network (ANN) models for traffic
crash prediction has disadvantages, according to Chudy-Laskowska
and Pisula [32], including the need for prior expertise in the subject
and the dependence of the solution on the network’s initial
conditions. According to StatSoft Data Mining Techniques [36], the
ANN model is referred to as a “black box” because the user
provides the input and the model produces it without knowing how
to analyze it. There are no restrictions on interpretability as a result.

Another predictionmethod is the Hadoopmodel byKumar et al.
[37]. This method has the limitation that small data files cannot be
employed [38].

Karlaftis and Vlahogianni [34] used the Garch model to
generate predictions. The complex model and form of this method
are its weaknesses [39, 40]. Contrarily, Mcilroy and his associates
employed the Augmented Dickey–Fuller test, which has the
disadvantage of having low power for the autocorrelation of the
random component [41].

The drawback of utilizing data mining to predict the frequency
of accidents is the frequently enormous size of general description
sets [42]. These methods have also been employed by authors of
publications [43, 44]. The combination of models proposed by
Sebego et al. [45] can alternatively be seen as a combination of
numerous models. The idea of parametric models was previously
presented in Bloomfield’s work [46].

According to the current literature analysis, even though many
academics have considered the problem of predicting the frequency
of traffic accidents, none of them have optimized the forecasting
methodologies listed above. Therefore, this will be the main
subject of the inquiry, which is discussed in the following sections.

3. A Model of Multi-criteria Optimization

It is difficult to construct a single scalar quality function Fwhen
defining an optimization assignment because the acceptable
solutions X may include a large range of characteristics whose
values indicate the quality of the solution. This calls for the
development of an optimization task (ZO) with multiple (e.g., N)
quality indicators in the form of a criterion function F [47–50]:

F : X ! RN (1)

This function returns the numerical evaluation of each valid response
x ∈ X as a vector:
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F xð Þ ¼ F1 xð Þ; . . . ; Fn xð Þ; . . . ; FN xð Þð Þ 2 RN (2)

where
N ¼ 1; . . . ; i; . . . ; nf g – collecting data for quality

indicators,
Fn xð Þ – the n-th quality indicator’s value or the n-th criterion

function for the x 2 X solution.
The following is the formulation of the problem’s solution in

finding the best course of action, denoting

A – the range of possibilities
B – the range of solution assessments

F: A⇒B: a particular subset X (the set of acceptable solutions)
can be chosen using a criterion function, which assigns to each
answer X ⊂ A its grade Z ∈ B and assumes that the set of
possible solutions A is not empty, in order to

Z ¼ F Xð Þ ¼ fFðxÞ 2 B j x 2 Xg (3)

Following the determination of the set X, the mapping function F,
and the dominance relation Φ, the optimization task (ZO) is
formulated as follows:

ZO ¼ X; F;Φð Þ (4)

where
X = { x1, : : : ,xn } – a list of possible fixes
F – criteria function for choosing potential answers F: X⇒ R N

F Xð Þ ¼ f1 Xð Þ; f2 Xð Þ;ð Þ; . . . ; fn xð Þ; . . . ; fN xð ÞÞ (5)

where MAX has a preference in the dominating relationship Φ:

Φ ¼ c1; c2; . . . ; cn; . . . ; cNð Þ 2 C x C : c11 � c12 ∧ c21 � c22f g
(6)

where:
C – image of the set X when mapped F,
c1, c2 – points of space C:

C ¼ F Xð Þ ¼ f1 xð Þ; f1;2 xð Þ� � 2 R2 : x 2 X
� �

(7)

With the aforementioned information in mind, a method for finishing
a multi-criteria optimization task is provided. Consider the
optimization problem of locating potential solutions, for instance:

X1; F1;Φ1ð Þ (8)

where
X1 – a collection of suitable responses that could be described as

X1 ¼ x1;1; x1;2; x1;3; x1;4
� �

(9)

F1 – a certain quality indication, such as F1: X1 ⇒ R2

F1 X1ð Þ ¼ f1;1 xð Þ; f1;2 xð Þ� �
(10)

Φ1 – connection of preference dominance, for example,
MAX, MAX.

Two tasks must be accomplished as a result:

a) Maximize the function

f1;1 xð Þ ¼ ej xð Þ; x 2 X1; j ¼ 1; . . . ; n (11)

b) Maximize the function

f1;2 xð Þ ¼ rj xð Þ; x 2 X1; j ¼ 1; . . . ; n (12)

Decide on the sets of X1
1 and X1

2 after that

X1
1 ¼ x� 2 X1 : ej x�ð Þ ¼ max ej xð Þ� �

for x 2 X1 (13)

X2
1 ¼ x� 2 X1 : rj x�ð Þ ¼ max rj xð Þ� �

for x 2 X1 (14)

According to the aforementioned comments, the maximum values of
the functions (13) and (14) determine the coordinates of the ideal
point c� ¼ c�1; c�2ð Þ:

c�1 ¼ max ej xð Þ; c�2 ¼ max rj xð Þ (15)

From the adopted form of the criterion function F1 = {f1,1, f1,2}, it
follows that for c*, the maximum value of ej is demanded and the
maximum value of kj is demanded.

It follows that for c*, the maximum value of ej and the
maximum value of kj are demanded from the accepted form of the
criteria function F1 = {f1,1, f1,2}.

The following definition of the normalized index of the quality
of the task’s solution is utilized in further considerations [51]:

F�
1 xð Þ ¼ f �1;1 xð Þ; f �1;2 xð Þ� �

(16)

where

f �1;1 xð Þ ¼ f1;1 xð Þ
cmax
1

; f �1;2 xð Þ ¼ f1;2 xð Þ
cmax
2

(17)

whereby

cmax
1 ¼ max f1;1 xð Þ; cmax

2 ¼ max f1;2 xð Þ (18)

This normalization method has the advantage of maintaining the
ratio after normalization. The greatest value of the ratio is 1, and
its minimum value is greater than or equal to 0. The normalized
ideal point then assumes the form:

c�� ¼ c��1 ; c��2ð Þ (19)

The approximate outcome of the compromise for the norm ∣•∣ is then
determined using a method that is then proposed, which is a measure
of the distance of the results c* ∈ C* from the ideal point c** [52].
The ideal point identified by relation (19) is then denoted by c** and
the known set of normalized outcomes is denoted by C*:

C� ¼ c�if g; i ¼ 1; . . . ; n (20)

where c�i ¼ c�i1 ; c�i2ð Þ; whereby

c�i1 ¼ ci1
cmax
1

; c�i2 ¼ ci2
cmax
2

(21)
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Next, using the relationship as a guide, calculate the standard ∣•∣ error
using the parameter p= 2.

ri ¼ c�� � c�ij j2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c��1 � c�i1ð Þ2 þ c��2 � c�i2ð Þ2

q
(22)

and choosing a co result that would minimize the calculated ri norm
values, for example, x1o = x1,2:

xo1 ¼ co ¼ min ri (23)

An explanation of the above technique is shown in Figure 2.

4. Improving Methods for Estimating How Many
Accidents There Will Be on the Road

In the case of multi-criteria methodology for optimizing
methods of estimating the frequency of traffic accidents based on
the model presented above, numerous solutions to this problem
are possible. Figure 3 shows one method for addressing the
optimization problem of selecting the most effective methodology
for forecasting the number of traffic accidents in Poland.

The following options are chosen as an acceptable set X based
on research [51–54]:

X ¼ X2f g (24)

where
X2= {x2,1, : : : ,x2,n} – is a collection of methods that have been

tested for estimating the number of accidents on the road, lwd:

X2 ¼ x2;1; x2;2; . . . ; x2;35
� �

(25)

where
• Adaptive methods:
a) x2,1 – 2-point moving average method
b) x2,2 – 3-point moving average method
c) x2,3 – 4-point moving average method
d) x2,4 – exponential smoothing no trend seasonal component: none
e) x2,5 – exponential smoothing without trend seasonal component:

additive
f) x2,6 – exponential smoothing without trend seasonal component:

multiplicative
g) x2,7 – exponential smoothing of the seasonal component of the

linear trend: none – HOLTA

h) x2,8 – exponential smoothing of the linear trend seasonal
component: additive

i) x2,9 – exponential smoothing of the linear trend seasonal
component: multiplicative, WINTERSA

j) x2,10 – exponential smoothing of the exponential seasonal
component: none

k) x2,11 – exponential smoothing exponential seasonal component:
additive

l) x2,12 – exponential smoothing exponential seasonal component:
multiplicative

m) x2,13 – exponential smoothing seasonal component of trend
decay: none

Figure 2
The conclusion of the optimization task

Figure 3
Diagram for selecting themost accuratemethod of estimating the

number of accidents on Polish roads
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n) x2,14 – exponential smoothing of trend decay seasonal
component: additive

o) x2,15 – exponential smoothing component of seasonal trend
decay: multiplicative

• Neural network methods:
a) x2,16 – teaching sample size 70%, test 15%, and validation

sample size 15%
b) x2,17 – teaching sample size 80%, test 10%, and validation

sample size 10%
• Regression methods:
a) x2,18 – exponential trend model
b) x2,19 – linear trend model
c) x2,20 – logarithmic trend model
d) x2,21 – trend model 2nd degree polynomial
e) x2,22 – trend model 3rd degree polynomial
f) x2,23 – trend model 4th degree polynomial
g) x2,24 – trend model 5th degree polynomial
h) x2,25 – trend model 6th degree polynomial
i) x2,26 – trend model power

Based on the research [52], it was agreed that the following would be
the vector solution quality index F2 for the optimization of methods
for forecasting the frequency of road accidents in Poland.

F2 ¼ f2;1; f2;2
� �

(26)

where
f2,1 – mean absolute percentage error – MAPE
f2,2 – Theil’s error

whereby

f2;1 ¼
1
K

X
K
i¼1

lwdðtiÞ � lwdðtpÞ
�� ��

lwdðtiÞ
(27)

f2;2 ¼
P

K
i¼1 lwd tið Þ � lwd tp

� �� �
2

P
K
i¼1 lwd tið Þ2 (28)

where
k – number of data
lwd(ti) – number of accidents on the road throughout time ti
lwd(tp) – expired predictions

Based on the research [54], a set of dominance relationsΦ2 for the F2

function was also established.

Φ2 ¼ Φ2;1;Φ2;2

� �
(29)

where
Φ2,1 – connection of dominance at f2,1 with preference for MIN
Φ2,2 – connection of dominance at f2,2 with preference for MIN

Therefore, according to the optimization task ZO, the following
method is the most effective for forecasting the quantity of traffic
accidents in Poland:

ZO ¼ X2; F2;φ2h i (30)

The following algorithm is then used to implement the optimization
task’s (30) solution:

a. Normalize the criterion space D*, and then the collection of
normalized outcomes D*

D� ¼ d�if g; i ¼ 1; . . . ;n (31)

b. Calculating the ideal point’s coordinates – d**:

d�i ¼ d�i1 ; d�i2 ; d�i3ð Þ;

d��1 ¼ min f �1;1 xð Þ; d��2 ¼ min f �1;2 xð Þ (32)

c. Calculating the standard ∣•∣ value using the parameter p=
2 – ri (D*)

The distance d* ∈ D* that results from the ideal point d** is
measured by norm ∣•∣:

Table 1
fi∈F2 sub-criteria values and dominance relationsΦi∈Φj for one

factor (good weather conditions)

x1 x2 x3 x4 x5 x6 x7 x8 x9

f1 56.02 53.88 50.60 4.57 4.30 4.35 2.03 0.25 0.02
f2 0.30 0.34 0.38 0.01 0.01 0.01 0.00 0.00 0.00

x10 x11 x12 x13 x14 x15 x16 x17 x18
f1 2.33 1.71 2.43 4.40 0.51 1.13 0.07 0.08 0.68
f2 0.01 0.00 0.00 0.01 0.00 0.00 0.01 0.01 0.00

x19 x20 x21 x22 x23 x24 x25 x26 Φ
f1 0.33 1.57 0.38 0.39 0.27 0.43 3.60 0.93 MIN
f2 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.02 MIN

Table 2
Visualization of the solution to the optimization task (values: f1,
min (f1), d1*, d1**, f2, min (f2), d2*, d2**) for one factor (good

weather conditions)

F/X f1 Min (f1) d1* d1** f2 Min (f2) d2* d2**

x1 56.02 0.02 0.00 0.00 0.30 0.00 0.01 56.02
x2 53.88 0.00 0.34 0.01 53.88
x3 50.60 0.00 0.38 0.00 50.60
x4 4.57 0.01 0.01 0.28 4.57
x5 4.30 0.01 0.01 0.33 4.30
x6 4.35 0.01 0.01 0.29 4.35
x7 2.03 0.01 0.00 0.42 2.03
x8 0.25 0.09 0.00 0.52 0.25
x9 0.02 1.00 0.00 0.50 0.02
x10 2.33 0.01 0.01 0.33 2.33
x11 1.71 0.01 0.00 0.42 1.71
x12 2.43 0.01 0.00 0.42 2.43
x13 4.40 0.01 0.01 0.28 4.40
x14 0.51 0.05 0.00 0.49 0.51
x15 1.13 0.02 0.00 0.37 1.13
x16 0.07 0.32 0.01 0.24 0.07
x17 0.08 0.30 0.01 0.22 0.08
x18 0.68 0.04 0.00 0.52 0.68
x19 0.33 0.07 0.00 0.72 0.33
x20 1.57 0.02 0.01 0.14 1.57
x21 0.38 0.06 0.00 0.66 0.38
x22 0.39 0.06 0.00 0.67 0.39
x23 0.27 0.09 0.00 0.90 0.27
x24 0.43 0.06 0.00 1.00 0.43
x25 3.60 0.01 0.00 0.50 3.60
x26 0.93 0.03 0.02 0.10 0.93
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ri D�ð Þ ¼ d�� � d�ij j2

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d��1 � d�i1ð Þ2 þ d��2 � d�i2ð Þ2 þ d��3 � d�i3ð Þ2

q
(33)

d. Find the x2o result that is best in an optimization task, for
example, x2o = x2,2, if

x2o ¼ x2;2 if do ¼ min ri ; because do ¼ min r3 (34)

The best course of action would thus be to identify the technique for
predicting the volume of traffic accidents in Poland for xi∈X2 (in this
instance, the x2,2 method). In order to predict the frequency of traffic
accidents in Poland, one approach, such as the 3-point moving
average method x2,2, must be chosen from the best set of one-
element solutions.

5. An Illustration of Approach Optimization for
Traffic Accident Frequency Forecasting in Poland

Themulti-criteria optimization job was solved using a computer
program called “multi-criteria optimization task” [54]:

a) Presentation of the group Xj and choice of the elements xi ∈ Xj

b) Presentation of the set Fj and selection of the members fi ∈ Fj and
the dominance relationΦi∈Φj by the computer program’s user in
accordance with two possibilities:
Option 1: manually enter data (fi ∈ Fj values)
Option 2: calculate fi∈ Fj values using information gathered from

experimental or simulated studies
c) Visualization of the optimization task’s resolution (calculation

and presentation of calculation results – Tables 1–4)

Table 1 shows the values of criteria fi∈F2 and dominance relationsΦi

∈ Φj for one factor affecting the number of traffic accidents in good
weather conditions. Table 2 shows the calculated values of f2,1, min
(f2,1), d1*, d1** and the values of (f2,2), min (f2,2), d2*, d2** for one
factor affecting the number of traffic accidents in good weather
conditions. Tables 3 and 4 show the values of distance ri for

Table 3
Visualization of the solution to the optimization task: distance values ri for forecasting methods xi∈Xj, with different factors affecting

the number of traffic accidents – part 1

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13

Good weather conditions 0.00 0.00 0.00 0.28 0.32 0.29 0.42 0.53 1.12 0.32 0.42 0.42 0.27
Fog. smoke 0.06 0.05 0.05 0.15 0.17 0.16 0.17 0.19 0.16 0.09 0.17 0.18 0.14
Rainfall 0.00 0.00 0.00 0.22 0.24 0.24 0.28 0.34 0.34 0.19 0.29 0.28 0.24
Snowfall. hail 0.01 0.01 0.00 0.19 0.34 0.34 0.25 0.38 0.39 0.09 0.37 0.37 0.13
Dazzling sunshine 0.01 0.00 0.00 0.27 0.36 0.35 0.27 0.35 0.32 0.21 0.35 0.34 0.27
Cloudy 0.00 0.00 0.00 0.10 0.10 0.10 0.10 0.10 0.10 0.08 0.09 0.08 0.10
Strong wind 0.01 0.01 0.01 0.02 0.02 0.02 0.05 0.02 0.03 0.02 0.02 0.02 0.02
Monday 0.00 0.00 0.00 0.07 0.08 0.08 0.11 0.11 0.11 0.09 0.09 0.10 0.07
Tuesday 0.00 0.00 0.00 0.37 0.36 0.38 0.52 0.52 0.54 0.37 0.46 0.47 0.46
Wednesday 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.01 0.01 0.00 0.00 0.00
Thursday 0.00 0.00 0.00 0.26 0.28 0.28 0.43 0.43 0.44 0.36 0.40 0.39 0.28
Friday 0.00 0.00 0.00 0.35 0.39 0.40 0.57 0.57 0.58 0.43 0.49 0.55 0.34
Saturday 0.00 0.00 0.00 0.31 0.33 0.33 0.45 0.53 0.52 0.30 0.41 0.41 0.31
Sunday 0.00 0.00 0.00 0.32 0.31 0.31 0.45 0.01 0.45 0.33 0.37 0.38 0.31
Lower Silesia 0.02 0.01 0.00 0.40 0.43 0.43 0.49 0.53 0.54 0.34 0.45 0.45 0.38
Kuyavian-Pomeranian 0.00 0.00 0.00 0.17 0.18 0.17 0.35 0.09 0.33 0.32 1.07 0.38 0.30
Lublin 0.00 0.00 0.00 0.34 0.31 0.28 0.50 0.49 0.47 0.26 0.44 0.42 0.34
Lubuskie 0.00 0.00 0.00 0.07 0.08 0.09 0.09 0.09 0.09 0.08 0.08 0.09 0.07
Łódź 0.00 0.00 0.00 0.37 0.39 0.39 0.41 0.44 0.44 0.39 0.42 0.42 0.34
Małopolskie 0.00 0.00 0.00 0.33 0.37 0.35 0.43 0.48 0.45 0.36 0.46 0.43 0.33
Mazowieckie 0.00 0.00 0.00 0.26 0.26 0.26 0.45 0.45 0.47 0.15 0.31 0.33 0.26
Opolskie 0.00 0.00 0.00 0.26 0.30 0.30 0.34 0.46 0.45 0.14 0.38 0.39 0.33
Podkarpackie 0.00 0.00 0.00 0.36 0.41 0.38 0.49 0.54 0.54 0.44 0.35 0.51 0.44
Podlaskie 0.00 0.00 0.00 0.46 0.46 0.45 0.51 0.52 0.52 0.50 0.73 0.71 0.42
Pomeranian 0.00 0.00 0.00 0.32 0.32 0.30 0.41 0.35 0.35 0.30 0.41 0.38 0.33
Silesia 0.00 0.00 0.00 0.06 0.06 0.06 0.09 0.10 0.10 0.07 0.08 0.07 0.06
Świętokrzyskie 0.00 0.00 0.00 0.16 0.17 0.18 0.25 0.26 0.30 0.21 0.26 0.27 0.18
Warminsko-Mazurskie 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.01 0.02 0.01 0.01 0.01
Greater Poland 0.00 0.00 0.00 0.23 0.25 0.23 0.25 0.26 0.25 0.23 0.26 0.24 0.23
Zachodniopomorskie 0.00 0.00 0.00 0.23 0.25 0.23 0.39 0.46 0.43 0.28 0.36 0.35 0.22
Freeway 0.00 0.00 0.00 0.13 0.14 0.15 0.20 0.19 0.19 0.17 0.17 0.17 0.30
Expressway 0.00 0.00 0.00 0.07 0.07 0.07 0.12 0.18 0.18 0.14 0.18 0.20 0.09
With two one-way carriageways 0.00 0.02 0.80 0.15 0.21 0.20 0.16 0.24 0.24 0.14 0.16 0.14 0.16
Road – one-way 0.00 0.00 0.01 0.18 0.18 0.17 0.22 0.25 0.23 0.15 0.26 0.25 0.17
Road – two-way. single carriageway 0.03 0.01 0.02 0.02 0.08 0.06 0.02 0.03 0.10 0.02 0.06 0.06 0.02
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forecasting methods xi ∈ Xj, with different factors affecting the
number of traffic accidents.

Using the results of calculating the values of distance ri, for
forecasting methods xi ∈ Xj, with various factors affecting the
number of traffic accidents (Tables 3 and 4), we can formulate
an answer to the question of which method of forecasting the

number of traffic accidents xi ∈ Xj is the best according to the
adopted criteria for the corresponding factor affecting the
number of traffic accidents? Table 5 provides the answer to this
question for the variables analyzed that affect the frequency of
traffic accidents and the group of forecasting methods
examined, Xj.

Table 4
Visualization of the solution to the optimization task: distance values ri for forecasting methods xi∈Xj, with different factors affecting

the number of traffic accidents – part 2

x14 x15 x16 x17 x18 x19 x20 x21 x22 x23 x24 x25 x26

Good weather conditions 0.49 0.37 0.40 0.37 0.52 0.72 0.14 0.66 0.66 0.90 1.00 0.49 0.10
Fog. smoke 0.17 0.21 1.12 1.30 0.56 0.60 0.38 0.50 0.51 0.52 0.52 0.00 0.29
Rainfall 0.19 0.21 1.14 1.27 0.58 0.59 0.35 0.39 0.40 0.41 0.45 0.41 0.25
Snowfall. hail 0.37 0.13 1.34 1.32 0.34 0.39 0.29 0.32 0.33 0.34 0.33 0.07 0.20
Dazzling sunshine 0.35 0.30 0.88 1.03 0.09 0.06 0.08 0.48 0.85 0.96 0.44 0.19 0.25
Cloudy 0.09 0.08 1.04 1.17 0.05 0.05 0.03 0.16 0.16 0.16 0.22 0.05 0.05
Strong wind 0.02 0.02 1.02 1.15 0.03 0.03 0.02 0.03 0.03 0.03 0.03 0.00 0.02
Monday 0.09 0.08 1.00 1.03 0.12 0.17 0.03 0.14 0.15 0.16 0.21 0.01 0.03
Tuesday 0.32 0.33 0.90 1.01 0.60 0.80 0.13 0.81 0.81 0.98 1.00 0.65 0.12
Wednesday 0.00 0.00 1.00 1.00 0.02 0.01 0.00 0.01 0.01 0.02 0.01 0.00 0.00
Thursday 0.28 0.28 1.00 1.13 0.25 0.53 0.07 0.57 0.59 0.71 1.22 0.16 0.07
Friday 0.45 0.45 1.08 1.16 0.57 1.00 0.09 0.72 0.72 0.87 0.93 0.14 0.08
Saturday 0.32 0.32 1.05 1.07 0.55 0.84 0.13 0.69 0.71 0.84 1.01 0.82 0.10
Sunday 0.30 0.31 1.04 0.99 0.27 0.67 0.09 0.55 0.59 0.78 0.94 1.00 0.08
Lower Silesia 0.41 0.39 1.19 1.09 0.80 0.98 0.34 0.76 0.82 0.88 0.84 0.14 0.28
Kuyavian-Pomeranian 0.34 0.30 0.61 0.83 0.59 0.83 0.07 0.44 0.65 1.01 0.36 0.09 0.02
Lublin 0.32 0.28 1.17 1.27 0.55 0.91 0.15 0.78 0.90 0.96 1.00 0.00 0.07
Lubuskie 0.09 0.09 1.01 1.06 0.05 0.05 0.03 0.10 0.13 0.13 0.11 0.00 0.03
Łódź 0.35 0.36 1.07 1.06 0.14 0.17 0.07 0.51 0.59 0.86 0.99 0.00 0.11
Małopolskie 0.35 0.33 0.46 1.00 0.44 0.29 0.09 0.51 0.90 1.01 0.90 0.02 0.12
Mazowieckie 0.23 0.24 1.36 1.34 0.41 0.33 0.24 0.42 0.41 0.41 0.24 0.13 0.13
Opolskie 0.31 0.36 0.55 1.02 1.04 0.30 0.12 0.49 0.49 0.64 0.73 0.00 0.12
Podkarpackie 0.40 0.49 0.75 1.03 0.54 0.35 0.09 0.91 0.96 1.02 0.99 0.54 0.12
Podlaskie 0.62 0.61 1.14 1.13 0.82 0.93 0.18 0.76 0.76 1.00 0.54 0.00 0.09
Pomeranian 0.32 0.29 1.08 1.28 0.45 0.39 0.17 0.42 0.93 0.99 0.92 1.03 0.23
Silesia 0.06 0.05 1.02 1.11 0.03 0.05 0.01 0.29 0.23 0.29 0.27 0.03 0.01
Świętokrzyskie 0.17 0.19 1.04 1.11 0.13 0.31 0.04 0.30 0.31 0.79 0.47 0.00 0.03
Warminsko-Mazurskie 0.01 0.00 1.00 1.02 0.01 0.01 0.00 0.01 0.01 0.01 0.01 0.00 0.00
Greater Poland 0.25 0.21 1.01 1.05 0.16 0.14 0.15 0.21 0.23 0.29 0.62 0.07 0.13
Zachodniopomorskie 0.35 0.23 0.82 1.01 0.68 1.01 0.13 0.62 0.63 0.67 0.57 0.00 0.11
Freeway 0.13 0.15 0.82 1.01 0.21 0.20 0.07 0.20 0.47 0.48 0.88 1.00 0.10
Expressway 0.08 0.09 1.01 1.01 0.29 0.12 0.02 0.50 0.59 0.62 0.77 1.02 0.03
With two one-way carriageways 0.20 0.19 1.14 1.12 0.24 0.22 0.25 0.27 0.31 0.40 0.43 1.38 0.28
Road – one-way 0.17 0.15 0.46 0.65 0.38 0.34 0.18 0.37 0.39 0.52 0.60 1.40 0.22
Road – two-way. single carriageway 0.57 0.15 1.03 1.03 0.08 0.04 0.04 0.05 0.06 0.17 0.20 0.75 0.10

Table 5
Optimal forecasting methods

The 4-point moving average
method:

Weather conditions: good weather conditions, fog, smoke, blinding sun, cloudy

Days of the week: Monday, Tuesday, Wednesday, Thursday, Friday, Saturday, Sunday

Voivodeship: Lower Silesian, Kuyavian-Pomeranian, Lublin, Lodz, Lesser Poland, Mazovian, Subcarpathian,
Podlasie, Pomeranian, Silesian, Warmian-Masurian, West Pomeranian

6-degree polynomial trend
model

Weather conditions: rainfall, strong wind
Province: Lubuskie, Opolskie, Swietokrzyskie

2-point moving average
method

Province: Greater Poland
Road type: highway, expressway, two one-way roadways

3-point moving average
method

Weather conditions: snowfall, hail
Type of road: road – one-way, two-way, single carriageway
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6. Conclusion

Based on the study, it can be concluded that for forecasting the
number of traffic accidents for the analyzed conditions under which a
traffic accident may occur, the most optimal method becomes the
4-point moving average method. For accident forecasting, good
results are also obtained by using the following methods: 6-degree
polynomial trend model, 2-point moving average method, and
3-point moving average method.

Additionally, we can draw the conclusion that the above
methodology can be used to optimize methods for forecasting road
accidents in Poland based on the methodology presented above for
the use of multi-criteria optimization procedures using a
multi-criteria optimization model (a set of forecasting methods Xj,
sub-criteria of the criterion function F2, and elements of the
dominance relation Φ2).

The primary benefit of the proposed methodology is its
universality, which results from the possibility of applying its
procedures in the following scenarios:

a) When the criterion function’s elements are both quantitative and
qualitative

b) When a multi-element or single-element optimal set of solutions
is required

c) When a one-element optimal set of solutions is required for the
synergy
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